UNIVERSITY OF AMSTERDAM
X

UvA-DARE (Digital Academic Repository)

Witnessing entanglement in experiments with correlated noise

Dirkse, B.; Pompili, M.; Hanson, R.; Walter, M.; Wehner, S.

DOI
10.1088/2058-9565/ab8d88

Publication date
2020

Document Version
Final published version

Published in
Quantum Science and Technology

License
CCBY

Link to publication

Citation for published version (APA):

Dirkse, B., Pompili, M., Hanson, R., Walter, M., & Wehner, S. (2020). Witnessing
entanglement in experiments with correlated noise. Quantum Science and Technology, 5(3),
[035007]. https://doi.org/10.1088/2058-9565/ab8d88

General rights

It is not permitted to download or to forward/distribute the text or part of it without the consent of the author(s)
and/or copyright holder(s), other than for strictly personal, individual use, unless the work is under an open
content license (like Creative Commons).

Disclaimer/Complaints regulations

If you believe that digital publication of certain material infringes any of your rights or (privacy) interests, please
let the Library know, stating your reasons. In case of a legitimate complaint, the Library will make the material
inaccessible and/or remove it from the website. Please Ask the Library: https://uba.uva.nl/en/contact, or a letter
to: Library of the University of Amsterdam, Secretariat, Singel 425, 1012 WP Amsterdam, The Netherlands. You
will be contacted as soon as possible.

UVA-DARE is a service provided by the library of the University of Amsterdam (https //dare.uva.nl)

Download date:27 Aug 2022


https://doi.org/10.1088/2058-9565/ab8d88
https://dare.uva.nl/personal/pure/en/publications/witnessing-entanglement-in-experiments-with-correlated-noise(98fde626-1653-49cb-b9dd-a7459b96fede).html
https://doi.org/10.1088/2058-9565/ab8d88

10P Publishing

® CrossMark

OPEN ACCESS

RECEIVED
17 March 2020

REVISED
16 April 2020

ACCEPTED FOR PUBLICATION
27 April 2020

PUBLISHED
28 May 2020

Original content from
this work may be used
under the terms of the
Creative Commons

Attribution 4.0 licence.

Any further distribution
of this work must
maintain attribution to
the author(s) and the
title of the work, journal
citation and DOI.

Quantum Sci. Technol. 5 (2020) 035007 https://doi.org/10.1088/2058-9565/ab8d88

Quantum Science and Technology

PAPER
Witnessing entanglement in experiments with correlated noise

Bas Dirkse"**° ([, Matteo Pompili"?, Ronald Hanson'?, Michael Walter* and

Stephanie Wehner"*

' QuTech, Delft University of Technology, The Netherlands

2 Kavli Institute of Nanoscience, Delft University of Technology, The Netherlands

> QubSoft, University of Amsterdam, The Netherlands

* Korteweg-de Vries Institute for Mathematics, Institute for Theoretical Physics, Institute for Logic, Language, and Computation,
University of Amsterdam, The Netherlands

°  Author to whom any correspondence should be addressed.

E-mail: b.dirkse@tudelft.nl

Keywords: entanglement witness, witness experiment, estimation statistics, confidence interval

Abstract

The purpose of an entanglement witness experiment is to certify the creation of an entangled state
from a finite number of trials. The statistical confidence of such an experiment is typically
expressed as the number of observed standard deviations of witness violations. This method
implicitly assumes that the noise is well-behaved so that the central limit theorem applies. In this
work, we propose two methods to analyze witness experiments where the states can be subject to
arbitrarily correlated noise. Our first method is a rejection experiment, in which we certify the
creation of entanglement by rejecting the hypothesis that the experiment can only produce
separable states. We quantify the statistical confidence by a p-value, which can be interpreted as the
likelihood that the observed data is consistent with the hypothesis that only separable states can be
produced. Hence a small p-value implies large confidence in the witnessed entanglement. The
method applies to general witness experiments and can also be used to witness genuine
multipartite entanglement. Our second method is an estimation experiment, in which we estimate
and construct confidence intervals for the average witness value. This confidence interval is
statistically rigorous in the presence of correlated noise. The method applies to general estimation
problems, including fidelity estimation. To account for systematic measurement and random
setting generation errors, our model takes into account device imperfections and we show how this
affects both methods of statistical analysis. Finally, we illustrate the use of our methods with
detailed examples based on a simulation of NV centers.

1. Introduction

Entanglement is a fundamental property of quantum mechanical systems [1] and an important resource for
many quantum information processing tasks. In quantum computing, coherently creating entanglement
between several qubits is necessary for computational speedups [1-3]. In quantum networks, remote
entanglement is an essential resource for quantum cryptography [4—6] and distributed computing
applications [7-9]. Entanglement also plays a crucial role in quantum sensing and metrology [10-12],
enabling more precise measurement of physical quantities. With the rapid experimental advances in the
manipulation and control of quantum systems, much progress had been made toward the generation of
entangled states in various physical platforms [13—19]. Yet, the creation of high-quality many-body
entanglement is still a significant challenge. It is therefore important to have good tools to certify the
creation of entanglement. The main tools used for this purpose are entanglement witnesses.

An entanglement witness is an observable W on a quantum system that can certify entanglement of a
state p* under investigation [20]. By definition, the witness W satisfies

Tr[pW] >0 Vp€ S, (1)

© 2020 The Author(s). Published by IOP Publishing Ltd
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Figure 1. Geometric interpretation of a witness W as a hyperplane that separates the state p* from the convex set S. If S is the
set of separable states, then W certifies that p* is entangled.

for all separable states p € S. As a consequence, it can be used to certify entanglement: If a state p* has
negative witness expectation value, Tr[Wp*] < 0, then it is necessarily entangled. If the expectation value is
non-negative, the test is inconclusive (the state can either be separable or not). The witness method applies
more generally than just for separating entangled from separable states. If S is an arbitrary convex set of
states and p* ¢ S, then there always exists a witness W such that equation (1) holds, while Tr[Wp*] < 0.
For example, a witness can be used to certify that states are genuinely multipartite entangled. Geometrically,
the witness W can be interpreted as a hyperplane that separates the convex set S from the state p* ¢ S. This
is illustrated in figure 1. In general, finding an appropriate witness W for a state p* is a difficult problem
that has been studied extensively in literature [21-23]. For the remainder of this article, we will assume that
W is chosen and fixed.

Often, a witness W is a non-local observable of the system for which entanglement is to be certified.
Such measurements are typically hard to perform, particularly in a network setting. Therefore, in
experiments, W is usually decomposed into a sum of locally measurable observables which are then
measured individually on the constituent subsystems. The witness expectation value Tr[ Wp*] is then the sum
of the expectation values of the locally measurable observables. Each of these expectation values can then
only be estimated to some finite precision, since in any experiment only a finite number n of data points
can be collected. As a consequence, the witness estimate 1, obtained from n measurement outcomes can
differ from the true value Tr[ Wp*]. Therefore, it is an important question how to quantify the confidence in
the experimentally determined estimate 0,,.

1.1. Prior work and motivation

In many experiments, the confidence in the estimate W, of the true witness expectation value Tr[Wp*] is
expressed by the standard error & (the empirical standard deviation) [13—19, 24]. These experiments
typically claim the certification of entanglement if the estimate w, is a number of 6’s below zero. This
approach is simple and pragmatic, but may suffer from statistical and practical challenges (see [25] for
similar objections to using this method for quantifying Bell violations). We give a concrete example in
section 4.4 (see figure 6) where this approach could potentially be problematic.

Certification of entanglement by the number of sigma’s of witness violation is most easily justified
under the assumption that in each round i the state p; is independent and identically distributed (iid
assumption). This is equivalent to assuming each round a fixed state p* is produced. Under this assumption,
the estimate w0, is considered a realization of a Gaussian random variable W, with mean IE[W”] = Tr[Wp*]
and standard deviation o ~ ﬁ (for sufficiently large ). This is justified by the central limit theorem. The
empirically obtained w, and ¢ are appropriate estimates of the mean Tr[Wp*| and standard deviation o.
Thus, the reported w, + & is a complete and accurate characterization of the distribution (and hence leads
to meaningful confidence intervals etc.)

However, if the states py, . .., p, produced in an n round experiment are not iid, several difficulties may
arise. This starts with what is even to be estimated. Most natural is to estimate the average witness value

(W), = %Z Tr[piW] = Tr“%z PIW], 2)
i=1 =1

which can also be interpreted as the witness expectation value of the average state p* = %ZLI pi. There are
versions of the central limit theorem that relax the iid assumption. They can be used to argue that the
estimate 10, is still an observation of a Gaussian random variable W,, with mean IE[VAVn] = (W), for
sufficiently large n (Gaussian assumption). But in practical experiments it is not always clear when these
theorems can be applied, so that the convergence of W, to a Gaussian with mean (W), is not guaranteed for
any n. Moreover, under non-iid states p; it is unclear whether the observed standard error & is an
appropriate estimator of the true standard deviation o. Finally, even if the central limit theorem applies, the
convergence of W, to a normal distribution can be extremely slow in # (especially when the witness
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violation is large [25]), so that too small n will still cause W, not to be Gaussian. Hence, in practice it can
be difficult to justify the Gaussian assumption.

When the iid assumption (or more generally the Gaussian assumption) fails, several different problems
can arise. First, it can lead to overestimation of the confidence in the witness violation based on the
observed data. This happens when Pr[W, < 0] is smaller under the true distribution of W, than under the
estimated distribution, based on the observed 1, and standard error & (i.e., based on the Gaussian
assumption). Second, the reported numbers w, + & lack rigorous interpretation. The empirical standard
deviation 6 may no longer be an appropriate estimate of the true standard deviation o. Moreover, the mean
and standard deviation do not necessarily describe the distribution of W,, completely (if W, is not Gaussian,
the true distribution may depend on more than 2 free parameters). Because of these two effects, the number
of &’s of witness violation in relation to the estimate w, will depend on the way W, fails to be Gaussian or
on how ¢ fails to estimate o. This also makes the results between different experiments and physical
platforms become incomparable, because the actual distribution of W, may be influenced by experimental
parameters, such as the distribution of p;, measurement settings, hardware imperfections or the choice of
witness. Hence the number of 6’s of violation may also be influenced by these experimental details.

Finally, we note that measurement noise (systematic errors) can also lead to overestimation of the
confidence in the witness violation. This is because any measurement noise leads to the imperfect
implementation W of the witness W. In case that (W), < (W), this again leads to an overconfidence in the
witness violation. In fact, it can even happen that (W), < 0 while (W), > 0, leading to falsely concluding
entanglement [26]. This overconfidence persists independent of the number of samples 7 taken, since the
error is systematic.

1.2. Our contribution

We propose a new method of carrying out and analyzing witness experiments that addresses all of the
aforementioned issues. This method applies without any assumption on the states produced by the
experiment (i.e., they may be arbitrarily correlated). Moreover, it has a simple and clear interpretation, and
yields figures of merit that are easily comparable between different experiments. Finally, our method takes
into account imperfections of the measurement device and random setting generation, avoiding systematic
overestimation of confidence.

In our method, we view the source of the states as a black box that produces a quantum state p; on
demand. The source can produce multiple states sequentially. All of these states are modeled by random
variables that can be arbitrarily distributed and which may depend arbitrarily on the history of the
experiment. That is, we allow the source to have memory. We now model the experiment as a sequential
process of i = 1,...,n rounds. In each round, a state p; and a random measurement setting (determined by
the decomposition of W into locally measurable observables) are requested. The appropriate measurement
is performed on the state and the outcomes are recorded for data processing. In this model of the
experiment, we additionally allow for arbitrary bounded-strength noise in the measurement devices and
random measurement setting generator. That is, we assume that the noise in these devices is smaller than a
quantified maximum amount. Witnessing entanglement without any assumptions on the devices, an area
known as self-testing [27, 28], is based on Bell-type inequalities, which are typically tighter than witness
inequalities (and therefore harder to violate experimentally). Thus, our model is very general and has
minimal assumption to be as widely applicable as possible for analyzing witness experiments.

The main contribution of this work is two different types of data analysis for witness experiments. Both
methods are valid under these extremely general assumptions (in particular the state assumptions). In the
first method, we quantify the confidence that the source has the capability to produce an entangled state (i.e.,
a state outside &). This means that we rigorously determine the confidence that Tr[p;W] < 0 for at least one
i. We do this by applying the framework of hypothesis testing, in which a null hypothesis is to be rejected
based on the observed evidence in experiment. In witness experiments, the null hypothesis is that the
source only produces separable states (i.e. Vi: p; € S). To reject this null hypothesis means that at least one
entangled state must have been produced by the source (i.e. i: p; ¢ S). The figure of merit to quantify the
confidence in rejecting the null hypothesis is the p-value. Intuitively, the p-value is the probability of
obtaining data at least as extreme as the observed data in an experiment if the experiment were governed by
the null hypothesis, i.e., if the source was only able to produce separable states. A small p-value is then
considered strong evidence against the null hypothesis: the observed data is very unlikely to be explained by
a model that includes the null hypothesis. If p is smaller than some significance level v, the null hypothesis
is rejected and we conclude that entanglement must have been produced at least once with confidence
1 — . We shall refer to this entire procedure as a witness rejection experiment and the data analysis as the
rejection analysis. This method is different from the standard methods, in the sense that here we can make a
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statement about at least one state, whereas typically one makes a statement about the average produced states
(e.g. when estimating the average witness value (W), as defined in equation (2)). We emphasize that our
method and analysis applies in complete generality to arbitrary witness experiments (with an arbitrary
convex set of states S and witness W). For concreteness we will focus in this work on entanglement
witnessing, but see section 5.1 for other examples.

In the second method we aim to estimate the average witness value (W),, and we provide a confidence
interval around this estimate. The main contribution of our confidence interval method is that it is valid
without any assumptions on the produced states and therefore always applies. We will refer to this method
as the witness estimation method and the data analysis as the estimation analysis, since the objective here is
to estimate (W),. This method is generally applicable to estimate any Hermitian observable, not just
witness operators (i.e., it is not necessary that there is a set S such that equation (1) holds). Thus our
estimation method even applies to fidelity estimation and other estimation experiments.

The contributions of our work are presented in the following way. First, we formulate the
round-by-round witness experiment as an entanglement witness game, expand on this description and
present a formal model that governs the experiment in section 2. In the model description we incorporate
imperfections in the measurement device and random setting generation in a quantitative way. Based on
this model, we give a step-by-step description how to set the parameters and carry out the witness
experiment in section 3.1. Then, we show how to calculate a witness correction from the quantification of
the imperfect experimental devices (section 3.2, theorem 1). It is used in both the rejection and estimation
experiments to account for systematic device errors and prevent possible overconfidence in the experiment
outcomes (rejection and estimation). Next, we provide the main result to perform the rejection analysis.
This is an easy-to-compute bound on the p-value (section 3.3, theorem 2). The bound is simply evaluated
from the measurement outcomes. By comparing this bound to a predetermined significance level o, we can
determine whether the experiment rejects the null hypothesis with statistical significance. This allows us to
rigorously conclude that the source has the capability to produce entangled states with confidence 1 — a.
Finally, we provide the main result to perform the estimation analysis. This is a direct method to compute
and estimate and confidence interval for the average witness value (W), (section 3.4, theorem 3). The
estimate and this confidence interval are also directly and easily computable from the observed
measurement data. We illustrate these contributions with several detailed numerical examples in section 4.
Two of our examples are based on the simulation of nitrogen vacancy centers. The focus of these examples
is to detect genuine multipartite entanglement between three qubits (i.e., not a convex combination of
biseparable states, states separable over some bipartition of the three subsystems). Our third example
(figure 6) shows an explicit case where the Gaussian assumption fails to be applicable and where our
methods are still applicable.

The technical ingredients of this work are summarized as follows. Both results are obtained by viewing
the witness experiment as a game [29], similar to Bell tests being viewed as nonlocal games. This allows us
to construct (super)martingale sequences and use a concentration inequality to upper bound the tail
probabilities (we use Bentkus’ inequality [30, 31], which is slightly tighter than the more commonly used
Hoeffding—Azuma inequality [32]). This method is inspired by the analysis of Bell inequalities of reference
[32]. By choosing the appropriate (super)martingale sequences, we obtain the p-value bound for the
rejection analysis and the confidence interval for the estimation analysis.

1.3. Relation to other work

In this work, we model the measurement noise as general as possible via the POVM formalism and
determine a witness correction from this model using analytical methods to guarantee we never
overestimate the confidence. Our measurement model can be viewed as a generalization of the model
studied in reference [26], where imperfect qubit measurements are modeled by Bloch vectors that are
misaligned by at most some fixed angle. In reference [26] a witness correction factor is computed under this
more restricted noise model. However, they compute the witness correction via numerical optimization (see
section 5.3.2 for why we opt for an analytical bound and how the witness correction factor can alternatively
be calculated using numerical optimization for our noise model).

The witness rejection experiment and analysis is new for entanglement witness experiments, but is
inspired by the use of this technique for testing local realism through nonlocal games [32]. We emphasize
that this rejection method aims to rigorously certify that a machine has the capability of producing
entanglement. This is different than typical witness experiments in literature where the objective is to
estimate the average witness value [13—19, 24]. The estimation method we study here also aims to estimate
the average witness value. The main difference is that most works implicitly assume that the states are iid
(or at least that the estimator is Gaussian by some type of central limit theorem argument), whereas our
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work applies in the most general case with arbitrary noise on the state. This makes our method more
generally applicable.

Closely related to the confidence interval we construct here, reference [33] provides a method to
construct a Bayesian credible interval for an estimate of the average fidelity of experimentally prepared
states to a fixed entangled state (note that is equivalent to a particular choice of witness). The model is
similar in the sense that the states can be arbitrarily correlated, but the estimation objective is different: the
goal of reference [33] is to estimate the average fidelity of the unmeasured states from the measurement of a
subset of all available states. Similarly, reference [34] derives an efficient method to verify the production of
graph states by measuring all but one copy of the state. In contrast, we measure all available states and only
aim to make a statement about all the created states (after the fact). The work in reference [35] is related to
this by giving general lower bounds on the size of a credible regions for quantum parameter estimation.

An alternative method to estimate a property of a quantum system, is by using quantum state
tomography to collect measurement data, estimate a figure of merit (fidelity or witness value) and
determine a confidence interval [36]. However, this typically requires more measurement data than partial
state characterization since the complete state is reconstructed.

Finally, we mention that there is also a way of witnessing entanglement without the need to trust the
measurement devices at all (measurement-device-independent entanglement witnessing, MDI-EW) [37,
38]. This, however, requires each party to hold auxiliary local quantum states in each round and perform a
joint measurement between the auxiliary quantum state and the quantum state under investigation. This
method has been implemented in an experiment under the iid assumption [38].

2. Formulation and model of witness experiments

In this section, we will discuss the formulation and modeling of witness experiments. We will start with a
brief review of entanglement witness games as known in the literature in section 2.1. Next, we will
generalize the game formulation to handle two additional things: (1) multiple terms in the decomposition
of the witness operator may be inferred from a single measurement; and (2) measurements are allowed to
be implemented by arbitrary POVMs. We explain how to do this and introduce notation in section 2.2.
Finally, in section 2.3 we give a complete description of the experimental model that underpins our
experiment. This includes the characterization of noisy measurement and random setting generation
devices.

2.1. Entanglement witness games

In this section, we will recap entanglement witness games from the literature. We will start from the
assumption that a choice of witness W has been made. The quantum system under investigation is
decomposed into m subsystems on which local measurements can be performed (e.g., m = 2 for bipartite
entanglement witnessing). The witness operator then admits a decomposition into locally measurable
observables of the form

W=cd+> wM® - @M, (3)

X

where each MY is a locally measurable observable on subsystem j and where x runs over the terms in the
decomposition. Note that such a decomposition is always possible. A decomposition is minimal if the
number of terms over which x runs is minimal. In practice, the locally measurable observables M,(C] ) will
often be Pauli observables. The decomposition in equation (3) is chosen such that each locally measurable
observable can be easily measured in the experiment. Measurement of MY yields one of the possible
outcomes labeled by g; (in the case of Pauli observables, the outcomes are simply +1). We shall denote the
vector of all outcomes of the m subsystems as

a=(ap,...,an). (4)

With this decomposition, an entanglement witness experiment can be formulated as a game [29]. This is
similar to how Bell experiments are often formulated as nonlocal games. See figure 2 for an illustration of
an entanglement witness game. The game consists of # rounds. There are m players, one for each subsystem.
At the start of each round, each player receives a subsystem of a quantum state p;, as well as a random
measurement setting X; (we will use the conventional notation of writing random variables as capital letters
and their realizations as lowercase letters). This random setting X; dictates which measurements the players
should perform on their local subsystems (according to the decomposition equation (10)). Hence, upon
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Black box source of states

Random [F----—-—-—-—-—-—- q------ 1
setting y Y

Score s; = s(w;,a;)

Figure2. Round i of the entanglement witness game. By pressing the red button, a source produces a quantum state p; and
sends its subsystems to the players. We model the source as a black box, meaning it can produce a state by an arbitrary process.
The state in round i can arbitrarily depend on everything that happened earlier in the experiment, i.e. the source is allowed to
show memory effects. Then, by pressing the gray button, the random setting generator produces a measurement setting x;
(almost independently from p;). The players each perform a measurement according to setting x; and send their outcomes a; to a
referee, who computes the score of that round. Afterward, round i + 1 starts.

receiving X; = x in round i, each player j perform the local measurement labeled by x and j. They then
report their respective outcomes a to a referee, who assigns a score to the round according to
w m
S(X, a) =—-— aj, (5)
X ]:1

where p, is the desired probability of realizing measurement setting X; = x. A priori, any choice of p, defines
a valid game. However, the choice of p, has a significant influence on finite statistics in an experiment. We
suggest a reasonable choice in equation (17) and discuss the issue further in section 5.2.3. The negative sign
in equation (5) is added conform the common convention that games aim to maximize score. The score can
be interpreted as the contribution of round i to the witness value. Note that the score itself is a random
variable S; := s(Xj, A;), since it is a function of the random measurement setting X; and the random
measurement outcomes A;. The score is constructed in such a way that the expected value of the score (in
the ideal scenario with perfect measurements and randomness) satisfies

Tr[p;W] = ¢ — E[Si|pi], (6)

for all possible states p;. Thus, the witness expectation value is affinely related to the expected score of each
round.

2.2. Generalization of the game formulation
In this section, we will expand on the game formulation as discussed in the previous section. In particular,
we will make two generalizations. First, we will explain and introduce notation to easily infer the
expectation value of multiple terms in the witness decomposition equation (3) from a single measurement.
Doing this typically requires fewer measurements for fixed confidence so it is advantageous to do so when
possible. Second, to be as general as possible in our measurement model, we shall allow every local
measurement on a individual subsystem to be described by a POVM. Let us make these things more
precise.

Sometimes it is not needed to measure all terms in equation (3) separately [13, 22]. For example, with
m = 3 single-qubit subsystems, Pauli-Z measurements on each subsystem would allow to one infer the
expectation values of all operators (omitting the tensor symbol)

Z72,771,717,127, ZI1, IZ1, 11 Z. (7)

This holds in general. Measurement of m non-identity operators on all of the subsystems, would allow one
to infer 2" — 1 expectation values. We shall refer to the non-identity operators that are measured (ZZZ in
this example) as the measurement setting [13, 22] and refer to one or more of the possible 2 — 1 operators
whose expectation value can be computed (operators from equation (7) in this example) as observables.
Throughout the rest of this work, we will denote measurement settings as M\ @ - - - @ M{™), where every




10P Publishing

Quantum Sci. Technol. 5 (2020) 035007 B Dirkse et al

ij’ # I is not the identity, and index them with a subscript x. We will denote observables as
O(El) Q- ® O(Em) and index them with the subscript £. Note that £ may run over different (more) terms
that x. Using this new notation, the witness decomposition (equation (3)) is thus written as

W=d+Y w0l ®- - 0" (8)
¢

To keep track of which observables (labeled by &) are related to which measurement setting (labeled by x),
we define f(&¢) = x if the observable O(El) ®- - O(Em) can be measured by the measurement setting
MY @ ... @ M™. Furthermore, we define b(¢) € {0, 1}" as the bitstring of length m such that

m m _ (gD () \b©)
O ® -+ ®O0 = (My)"™ ® - -+ ® (M) ©)

In this way, each term in equation (8) is related to a measurement setting from which it can be obtained.
For example, the observables [ZZ, ZI1Z, ZZI can all be measured by the setting ZZZ, and the corresponding
bitstrings b are 011, 101, 110, respectively. Note that if all observables require a different setting, then
E=f&)=x0b(&)=11---1and Og) = M,(C]), thus reducing to the simple case discussed in section 2.1.
Using this notation, we can write equation (8) alternatively as

- 5\ bi©
_ 0 \Y
W=+ Y w@ (M) (10)
R

To allow for the most general model of measurements, we will allow each Mfcj) in a measurement setting to
be measured by a POVM {1V} ;) with outcomes labeled by a (which take values in the finite set Q).

That is, we will write

ang

MY =" al*. (11)
aeQ,(Cj)

For a standard measurement of the observable MY, this decomposition is simply given by the spectral
decomposition, so that the POVM elements are the eigenprojections and the outcomes are simply the
eigenvalues of MY . However, this is not the only option: the decomposition is not unique. In particular, the
POVM need not be a projective measurement. This allows for the modeling of known non-unitary
measurement noise. Suppose for example that we wish to implement the measurement setting M. 9 = Z, the
Pauli Z-operator. Its standard implementation would be by a projective measurement in the |0), |1)-basis.
This corresponds to the decomposition Z = |0)(0| — |1)(1] in equation (11). However, suppose that we
cannot perfectly discriminate |0) from |1) and you incorrectly obtain the opposite outcome in 1% of the

. . . .01
measurements. Such a situation is modeled, e.g., by the POVM { [ 0-99 0 } , [ 0.01 0 } }. Nevertheless,

0 0.01 0 0.99
this POVM allows us to implement the desired measurement setting if we choose a = :I:ﬁ. Indeed,
1099 0] 1 [oor 0 12)
098] 0 0.01] 098] 0 099

Our results take into account the additional statistical uncertainty introduced by non-projective
measurements in estimating the expectation value from finite single-shot measurements on the level of
single-shot outcomes. Requiring that equation (11) holds, ensures the expectation value of this
non-projective measurement equals the expectation value of observable to be implemented.

With the generalizations just discussed, the score function in equation (5) needs to be generalized to

1 T
sna)=—— > we]] (@)%, (13)
Prejo= jm

The score now sums over all observables £ obtained from the same setting x. The fact that the outcomes are
raised to the power b;(§) reflects the fact that Og) = I'if bj(§) = 0 (in which case all outcomes are 1). Note
that the weights w¢ are labeled by & as they appear in equation (8), whereas the probabilities p, are labeled
by the measurement setting x. This generalized score function still satisfies equation (6) and is related to the
witness decomposition equation (10) via (see appendix A for details)

W=c—> py sxa) Il @ - @) (14)

We give an overview of the introduced notation in table 1.
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Table 1. Summary of notation to allow multiple observables per measurement
setting. The objects in the top half relate only to the choice of witness and its
decomposition into observables (labeled by £). The objects in the bottom half
relate to the implementation of the witness using measurement settings (labeled
by x), which are implemented by POVMs.

Object Symbol(s) Definition/constraint
Witness w Tr[pW] 20, VpeS
Observable Oéj W=+ wag(g)j”‘:log)
Weight We, €
Setting MY, fb 0f = (M)

(j)x . () _ ()x
POVM {1, }aEQij) M= Eaexzfj)anﬂ
Distribution Px Equation (17) recommended

Table 2. List of model assumptions on the experimental devices and the nature of the experiment. These assumptions should plausi-
bly hold in the real experiment. The validity of our results depends on these assumption holding. We give a mathematically rigorous
definition of the model in appendix B.

Model Assumptions

(I)  Sequentiality. Rounds of the witness game are played sequentially. At the start of each round i, each player
j receives one part of a joint state p; generated by the black box source, as well as a random measurement setting x;.
Each player j performs a POVM measurement that depends on the setting x;, and reports the outcome g; to a referee,
who computes the score s; of that round using equation (13). The next round 7 + 1 only starts after the referee received
all players’ measurement outcomes for round i. The experiment is allowed to depend arbitrarily on the past
(II) Trusted randomness. The random setting generator produces in each round i a random setting X;, whose distribution p; .
(conditioned on the history of the experiment and the state produced) is close to the desired distribution p,:

|pix — Pl <7 Vix. (15)
We assume 7 < p, for all x, so that each setting has nonzero probability of being realized
(IIl) Trusted measurements. In each round i, each player j performs a noisy POVM measurement { Hf]‘i} cal) that is close to the
a Xl

ideal POVM from equation (11):
T, = 0% <6 Vivxja. (16)

The noisy measurements have the same outcomes a € ng as the ideal measurements. Measurement outcomes follow
Born’s rule

2.3. Model of the experiment

Above we explained that an entanglement witness experiment can naturally be interpreted as a game carried
out by m players in n rounds (cf figure 2). We now summarize the key properties of our model in more
detail—see table 2. A mathematically rigorous formulation is given in appendix B.

Assumption (I) states that the experiment is performed sequentially. Importantly, we do not assume that
the states p; are independently and identically distributed (iid). In fact, we allow that the ith round depends
arbitrarily on the previous rounds. Thus, the state p; as well as the measurement setting X; and the noisy
POVMs elements of round i can be arbitrarily correlated and depend arbitrarily on the state, settings,
POVMs, and outcomes of the previous rounds, as long as assumptions (I) and (III) are satisfied. This takes
into account any possible systematic error in the experiment and in particular closes the detection loophole
for entanglement witness experiments (the possibility of violating the witness due to classical correlations in
POVM measurements) [39].

Assumptions (II) and (III) model the devices used to perform the measurements in the experiment. We
assume that the random setting generator is characterized up to some precision 7 and that the
measurement devices are characterized up to some ¢;, as defined in equations (15) and (16) respectively. In
principle, 7 and the ¢; may all depend on the round number i, and the §; may also depend on the
measurement setting x. However, in practice, these dependencies will be small and we may safely take a
maximum. Moreover, it would be extremely impractical to characterize the devices for each round
specifically. The parameters 7 and d; are later used to calculate the witness correction. With this we ensure
that the confidence in the witness violation is never overestimated, even in the presence of systematic device
errors.
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Finally, in the rejection experiment, we also need to formalize the null hypothesis which we wish to
reject. In the case of entanglement witnessing, the null hypothesis is that all states produced p; are separable
in every round i. We formulate this more generally, by letting S a convex subset of states (e.g. the separable
states) such that W is a witness operator for . This means that Tr[Wp] > 0 for all p € S. Then we can
finally state the null hypothesis for S mathematically as the following assumption:

(#Ho) Null hypothesis. In every round i, the source produces a state p; € S.

This assumption is to be rejected with statistical confidence by the experiment, as we will describe in the
next section.

3. Results

In this section we present the main results of our work. In section 3.1 we start by giving a step-by-step
description of our method and give an outline on how to apply the rejection analysis and estimation
analysis. Then, in section 3.2, we compute the witness correction as a function of the model parameters that
quantify the maximum device noise (7 and the d;’s). Next, in section 3.3 we provide an easy-to-compute
upper bound to the p-value, which is used to perform the witness rejection experiment. Finally, in

section 3.4 we state how to compute a confidence interval for the average witness value equation (2). These
results apply in the presence of arbitrary, possibly correlated noise on the states.

3.1. The design and analysis of an experiment
In this section, we detail all steps necessary to apply our framework—from the design of the experiment to
the analysis of the data. In table 3 we summarize our method. We now explain each step in detail.

In this work, we assume that the specific observable W has been chosen. Of course, this choice is part of
defining the entire experiment. For the rejection analysis, W should be a witness for some set S (as defined
by property equation (1)). With entanglement witnessing in mind, S is the convex set of separable states
and W is some entanglement witness. See section 5.2.1 for a discussion on how to choose a suitable W for
witness experiments.

Step 1. Define the experiment. With a choice of W fixed, we now choose a decomposition of the witness
W as in equation (10) (such a decomposition is not unique). A good decomposition minimizes the number
of terms, while keeping each term simple to measure.

Then we choose an ideal model for the implemented measurements by describing each measurement as
a POVM {1'[[({')”‘}uE o that satisfies equation (11). These POVMs should model the real implementation of
the local measurements as accurately as possible (we will quantify the deviation of the real measurement
devices in the second step). Note that these POVMs can simply be projective measurements.

Next, we choose the desired probability distribution p, of the random measurement settings in each
round. In principle, this can be chosen arbitrarily and the method will still work, but it has significant
influence on the finite statistics of the experiment. We propose to choose p, as

e = Zg:f(g):x\wﬁ\
Zg |we|

Here wy are the weights appearing in the decomposition equation (10). This equation can be interpreted as
choosing p, proportional to the sum of absolute values of the weights |w¢| of all observables ¢ that
correspond to setting x. Hence, heavy-weight terms are measured more frequently to increase the precision
of estimating that term. See section 5.2.3 for a more detailed discussion on choice of p,. The choices made
so far define the score function equation (13) that assigns a score to each round 7 of the game.

Finally, we fix the number of rounds # to play in the entanglement witness game, as well as a
significance level «v (typical values are o« = 0.05,0.01,0.001). In the rejection experiment, the significance
level determines how small the observed ppoung 0N the p-value must be in order for us to reject hypothesis
(Ho)- In the estimation experiment, the significance level @ determines the confidence of the constructed
confidence intervals around the estimate. For the entanglement rejection experiment, it is important that all
these parameters, especially o and 7 are set before the experiment is carried out (see section 5.4).

Step 2. Characterize devices. In this step, we need to characterize the measurement devices that aim to
implement the POVM elements of equation (11), and the random setting generator that aims to implement
Px- This characterization is done by determining suitable 7 and §;’s such that equations (15) and (16) hold
(ensuring that assumptions (II) and (III) plausibly hold). In practice, this process requires calibration and
characterization of the real experimental devices. From the numbers 7 and §;’s obtained in this
characterization, we can compute the so-called witness correction v = 1 + v, using theorem 1,

(17)
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Table 3. Outline of our method for designing, performing and analyzing witness experiments. We assume that the experiments are
guided by the model assumptions of table 2 and that an appropriate operator W is fixed.

Outline of experiment design and analysis

1 Define the experiment. Choose (a)
(a) Decomposition of W of the form equation (10);
(b) Measurement model of the form equation (11);
(c) Probability p, of measurement settings (e.g., using equation (17));
(d) Number of rounds n;
(e) Significance level «
For a rejection experiment, W should be a witness for some set S. Choose the null hypothesis to be hypothesis (H,)
2 Characterize devices w.r.t. the model assumptions. Determine suitable 7 and §; (see equations (15) and (16)) for the hardware
devices. From this compute the witness correction y using theorem 1, equations (25) and (26)
3 Carry out the experiment. In each round i, record the obtained score s; using equation (13)
4a Perform the rejection analysis. From the recorded scores, compute the total normalized score t, using equation (18).
Evaluate the upper bound pyound (> 71, ) using theorem 2, equation (30). If ppound < @, reject () and conclude that the
source is capable of producing states p ¢ S with confidence at least 1 — «v. Otherwise, the test was inconclusive
4b Perform the estimation analysis. From the recorded scores, compute the witness estimate 1, using equation (21).
From the significance level c, compute the confidence interval radius € using theorem 3, equation (34).
Then, Z = [w, — &,1, + ] isa (1 — 2a) two-sided confidence interval and J = (—o0, 0, + €] isa (1 — «)
one-sided confidence interval for the unknown quantity (W), as defined in equation (2)

equations (25) and (26), in section 3.2. When appropriate, one can use a first-order approximation for -y,
given in equation (29). The witness correction + is defined such that it bounds ||[W — W], where W is
the effectively implemented operator in round 7 and W is the ideal target operator. It is a function of the
parameters 7 and d;, which quantify the device imperfections. The witness correction +y is used to protect
against the largest possible systematic error in the experiment under the model assumptions of

table 2.

Step 3. Carry out the experiment. Play n rounds of the witness game. Each round i, receive a state p;
from the source and measurement setting X; = x from the random setting generator. Then each subsystem j
performs the POVM measurement {ﬁf];}ue o corresponding to setting x and obtains one of the possible
outcomes labeled by a;. Collect all the obtained outcomes A; = a, compute and the score s; = s(x, a) using
the score function in equation (13) and record s;. After the data collection has completed, one can do the
analysis. We differentiate between the rejection analysis and estimation analysis. Both can be done using the
same recorded data.

Step 4a. The rejection analysis. After the data collection has completed, we can determine if the
experiment successfully rejected the null hypothesis (#,) with confidence 1 — .. To do so, we compute the
total normalized score t,, defined by

Si — Smin
ty 2. As (18)
=1
where As:= Spax — Smin and
Smin :=mins(x,a),  Smay := maxs(x, a), (19)
x,a x,a

>

are the algebraic minimum and maximum value of the score function, respectively. Note that ¢, € [0, n].
This total normalized score is the our test statistic for the hypothesis test. We can reject the null hypothesis
if the p-value is at most «v. The p-value is defined as the probability

pi=Pr [T, > tu[Ho] (20)

of obtaining a total normalized score T, under the null hypothesis (H,) that is at least as large as the
observed total normalized score t,. To determine if p < a, we compute an upper bound p < pround (s> 1, )
to the p-value in theorem 2, equation (30), and compare ppound t0 . If pround < « then we can reject the
null hypothesis (H,) with confidence at least 1 — «. We can therefore conclude that at least one state p ¢ S
must have been produced and therefore the source has the capability of producing such states. In the context
where S is the set of separable states, this is interpreted as concluding that the source is capable of
producing entangled states. This logical reasoning is only valid if all the model assumptions (I) to (III) in
table 2 hold. If these fail then one may incorrectly reject H,.

Step 4b. The estimation analysis. From the collected data, we can also estimate the average witness
value (W), as defined in equation (2) and construct a rigorous confidence interval for around the estimate

10
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in the presence of arbitrary noise. The average witness value is estimated by the estimator

. ¢
W, = ¢ — ;zl:si. (21)
1=

This estimator can, in the absence of noise on the measurements and random number generation, be seen
as an unbiased estimator of (W), by equation (6). In the presence of unknown noise, the bias of the
estimate can only be bounded by the witness correction vy (see the discussion in section 3.2). Using v, we
can compute the radius ¢ of the confidence interval using equation (34). By theorem 3, the interval

I(w,) = [w, — &, w, + €] isa (1 — 2«) two-sided confidence interval and 7 (w,,) = (—o00, W, + €] is a

(I — «) one-sided confidence interval for (W),,. If W is a witness for the set S in the sense of equation (1)
and if W, 4+ € < 0, then one can conclude that (W), < 0, meaning that on average states outside S must
have been produced, i.e.

15,
p —n;m%& (22)

with confidence at least 1 — . We emphasize that the intervals Z, J are corrected for systematic
(measurement and random setting generation) errors within the model assumptions via the witness
correction y of theorem 1 (since € depends on ) and that it is statistically rigorous for arbitrary state noise.

3.2. Computing the witness correction

In this section we present theorem 1 to compute the witness correction +y as a function of the randomness
and measurement imperfection parameters 7, §; determined in step 2 of table 3. The imperfect
implementation of the measurements and random number generator will lead to an effectively
implemented operator

W;=c — Zl;i,xzs(x’ a) ﬁza' (23)

Here f[;fa is the expected implemented joint POVM in round i, conditioned on the history of the
experiment, the state produced, and the event that X; = x (which happens with probability p; ). See
appendix C for a precise definition. Note that this effectively implemented operator W; is closely related by
the ideal witness operator W by comparing to equation (14). Indeed, the ideal random setting distribution
Py is replaced with the implemented distribution p;, (which differ little by assumption (II)) and the ideal
POVM elements [TV~ @ - - - @ I are replaced with the conditional expected implemented joint POVM
elements I:If)a (which differ little by assumption (III)). The witness correction  we derive in theorem 1
precisely captures how much W; can deviate from W within the model assumptions of table 2.

Theorem 1. Let W be a Hermitian operator (not necessarily a witness in the sense of equation (1)) with
decomposition and ideal implementation given by equations (10) and (11). Suppose the experiment is modeled
by the model assumptions in table 2. Define the effectively implemented operator W; by equation (23). Then, in
every round i,

IW = Wil <7 (24)

where the witness correction 7y :=y; + 7 is the sum of the random number generation correction v, and the
measurement correction -y, defined by

vy = TZmaax s(x,a)l (25)

m j—1 m
Y= lwely ( (Ag“+egk>>> « 11 2%, (26)
1

13 j=1 \k= k=j+1

respectively, in terms of
e =0 > la| and A= [0 (27)

()
a€Qe)

The proof is given in appendix C. Let us first explain why we call the quantity  the witness correction. An
important consequence of equation (24) is that

11
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[Tr[Wpi] — Tr[Wip;]| < v (28)

for all p;. This means the witness inequality Tr[Wp;] > 0 implies that Tr[W;p;] > —~. Thus, if Wis a
witness, then the operator W; + I is also a witness. Hence, ~y is the witness correction in the sense that any
effectively implemented witness W; corrected by + is still a witness. We emphasize that this result does not
say anything about the effects of finite statistics, but is solely about the required correction of expectation
values due to imperfect devices. That is, the factor v protects against potential systematic errors in an
experiment.

The witness correction 7 has two terms, ; and ,. The term ; quantifies the correction due to
imperfect random number generation. The constant -y, quantifies the correction due to measurement
errors. Thus, v can be interpreted as the total correction required if the witness W is implemented with
noisy measurements and with an imperfect number generator. Note that the choice of p, influences the
correction 1, as the score function equation (13) depends on p,.

_The measurement correction 7, has a simple first-order approximation under the assumption that
)\g) = 1, making it easier to compute. This assumption means that all measurement operators have
eigenvalues in the interval [—1, 1] and is satisfied for example by all Pauli operators. Then a first-order
approximation for v, is

Y= JweY e + 0, (29)

£ =1

where € is a constant such that Eg) < e for all &, j. Hence, this is a good approximation if € < 1. This is
typically the case when §; < 1, which means that the measurement devices have been well-characterized. In
section 5.3.2, we discuss a possible alternative method for deriving .

3.3. Bound on the p-value for witness rejection experiments

In this section, we give the main result to perform the rejection analysis in theorem 2. The theorem provides
an easy-to-compute upper bound on the p-value under the null hypothesis (7). Recall that the p-value is
the probability of observing a total normalized score T}, under the Null Hypothesis (#,) that is at least as
large as the observed total normalized score 7, in the experiment, p = Pr[T, > t,|Ho]. If the p-value is
smaller than a previously chosen significance level a, then we may consider the Null Hypothesis (#,) to be
statistically unlikely to explain the observed t,, and we may reject the model at significance level a.. To
determine if p < «, we put an upper bound ppoung On p in theorem 2, which can be compared to the
significance level a.

Theorem 2. Let W be a witness operator (satisfying equation (1)) for the set S with decomposition and ideal
implementation given by equations (10) and (11). Suppose that the experiment is governed by the model
assumptions of table 2 and consider the null hypothesis (H,) with respect to S. Let t,, denote the observed total
normalized score after n rounds in the experiment. Then, the p-value as defined in equation (20) is
upper-bounded by

pbound::eF:,B(tn)) (30)

where
Fy (%) :=Fy ([ x))' = BDF, (| x) + 1) (31)

is the log-linear interpolation of the survival function of a binomial distribution with parameters n and [3,

n

st =" () da-p, (32)
I=k
and where
5= min (1, “E2 ). 53

Finally, | x| is the largest integer less than or equal to x.

We give a detailed theorem 2 in appendix D. We construct a supermartingale sequence from the total
normalized scores up to each round i. We then apply Bentkus’ inequality [30, 31] (a concentration
inequality for bounded difference supermartingale sequences, similar to, but tighter than, the
Hoeffding—Azuma inequality) to obtain an upper bound for the p-value. Our proof is inspired by the
approach of [32] to certify Bell violations.

12
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3.4. Confidence intervals for average witness estimation experiments

In this section, we give the main result for the witness estimation analysis in theorem 3. The theorem
provides confidences interval for the average witness expectation value (W), as defined in equation (2). The
point estimate for (W), is given in equation (21), and is a function of the scores recorded in the
experiment. We construct a (1 — 2a) two-sided confidence interval Z and a (1 — «) one-sided confidence
interval 7.

Theorem 3. Let W be a Hermitian operator (not necessarily a witness in the sense of equation (1)) with
decomposition and ideal implementation given by equations (10) and (11). Suppose that the experiment is
governed by the model assumptions in table 2. Let W,, denote the average witness estimate as defined in
equation (21). Fix the significance level o € [0, 1]. If a < e(%)”, define ¢ = As, otherwise define

e € v,y + As] implicitly via
_ o E E—7
oz—an’% (2(1+ ; ) (34)

Here vy is defined in equations (25) and (26), and F,, ; is defined in equation (31) (with 3 = 3 and e~ 2.72).
Then, the intervals

I(wy,) == [W, — &, Wy + €] (35)
J(Wy) := (=00, W, + €] (36)

are a (1 — 2«) two-sided and a (1 — «) one-sided confidence interval respectively for the average witness value
(W), as defined in equation (2). That is

Pr[(W), € Z(W,)] > 1 - 2a, (37)
Pr[(W), € T(W)] =1 - a. (38)

The proof of this theorem is given in appendix E. The confidence interval is also based on the construction
of a martingale sequence and the application of Bentkus’ inequality. The techniques are very similar to the
theorem 2. We chose to use Bentkus’ inequality because it is tighter than the more standard
Hoeffding—Azuma inequality [32]. The radius of the interval ¢ is however slightly more difficult because it
involves (numerically) solving equation (34). See section 5.3.3 for a brief discussion on this.

4. Examples and illustration

In this section, we will illustrate our results with two examples based on simulations of a proposed
entanglement witness experiment in nitrogen vacancy (NV) centers. Moreover, we will give a concrete
example in which the iid and Gaussian assumptions fail. Finally, we shall illustrate how the function eF; ; of
equation (31) scales in its arguments and parameters. This function determines the p-value bound and the
confidence interval size in our results. Before we present these examples, we briefly describe the physical
system that we aim to simulate in section 4.1. This section serves as a motivation for our simulation, but the
examples can also be understood without knowledge of the physical system we simulate. Then we present
the two examples. In the first example (section 4.2), we describe how to apply our method in detail,
outlining all the steps in section 3.1 in a concrete example. For this example, we simulate a single
experiment with identically distributed states p. In the second example (section 4.3), we illustrate our
method for non-iid states. To do so, we will perform a large Monte Carlo simulation of many independent
experiments. In each experiment, we use a sequence of three-qubit states p; that are neither independent
nor identically distributed. Then, in section 4.4, we give an artificial example of non-iid states in which the
Gaussian assumption fails considerably. This example shows that a Gaussian assumption, on which the
central limit theorem relies in prior work, need not always be justified (cf the discussion in section 1.1). Our
method applies regardless of the validity of a Gaussian assumption. Finally, in the section 4.5 we illustrate
how the function eF;, ;(x) defined in equation (31) (which directly determines the p-value bound

equation (30), and the confidence interval equation (34)) scales with #, 8 and x. Note that 3 scales linearly
with the witness correction ~ that captures device imperfections.

4.1. Simulation details of nitrogen vacancy systems
Both examples in sections 4.2 and 4.3 are based on a scheme for generating tripartite GHZ states in three
physically separated nitrogen vacancy (NV) centers in diamond (see reference [40] for a review of this
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(a) Singe click entanglement (SCE) between two NV centers. (b) Schematic of tripartite GHZ generation.

Figure 3. Schematic illustration of tripartite entanglement generation using diamond nitrogen vacancy (NV) center systems. (a)
The single click entanglement (SCE) scheme generates a single EPR pair between two NV centers. (b) Two EPR pairs are
generated using the SCE scheme and combined into a GHZ state by interfering and measurement. The classically conditioned
operations U,, U, and U, are Pauli operations.

system). In these NV centers, the electronic spin associated with the defect can be used as qubit. This qubit
is optically accessible and can be entangled with the presence or absence of a photon, which can be used as a
flying qubit. Surrounding the NV center there are several carbon-13 atoms (1.1% natural abundance). Their
nuclear spins can be used as additional qubits, which can be controlled via the hyperfine interaction
between the nuclear and electronic spins.

Two NV centers are entangled in the following way [19]: first, each NV center produces a spin-photon
entangled pair, where the qubit state is encoded in the absence/presence of a photon. The joint state of the
spin-photon pair is then given by

VzIDI1) + V1 = z[])[0), (39)

where z is a tunable parameter. By coupling the photons into single mode fibers and interfering them using
a beam splitter, the two electronic spins can become entangled. In essence, this amounts to detecting the
presence of a photon but erasing the information about which arm the photon came from. This single click
entanglement (SCE) scheme is illustrated in figure 3(a). The joint state between the two electronic spins is
now (ideally)

) (1] + (1 = 2|0 ) (97 |, (40)

where [U) = 1) + €|} 1). Here, 0 is a relative phase that needs to be characterized and controlled
experimentally to create useful entanglement.

To generate a tripartite GHZ state, two EPR pairs are combined into a single GHZ state in the following
way: first create one EPR pair between two NV centers using the electronic qubits. Then, one node swaps
the state of the electronic spin with a nuclear spin qubit, so that the electronic spin becomes free again for
entanglement production. At this point a second EPR pair is produced between the now-free electronic spin
of this node and a third node. The GHZ state is then created by coupling the nuclear spin and electronic
spin in the middle node and measuring the electronic qubit. This results into a state that is equivalent to a
GHZ state under local Pauli operations (the Pauli operations can depend on the observed measurement
outcome). This procedure is sketched in figure 3(b).

When simulating this procedure, we account for several noise processes. First, we include noise in the
generation of the EPR pairs. Our model for EPR generation follows the noise model for SCE generation
developed in [19]. This model incorporates several independent noise parameters: the single photon
detection efficiency pge (the probability of detecting a photon in the heralding station, conditioned on it
being emitted from the NV center), the distinguishability V of the emitted photons, the double excitation
probability p,pn (when more than one photon is emitted by an NV center in single entanglement attempt),
the probability of dark counts pqc, as well as an uncertainty in the relative phase 6 that is modeled by
applying a Pauli-Z to one of the qubits with probability py. We assume that the detection efficiency is the
same for all three setups, and furthermore assume that in each SCE scheme symmetric values for the free
parameter z (see equation (39)) are used. However, this parameter may be different for the first and second
EPR pair. We refer the reader to reference [19] for full details on the SCE generation model.

On top of the detailed SCE noise, our model assumes dephasing noise on the first EPR pair while it is
kept in memory, waiting for the successful generation of the second EPR pair. The off-diagonal terms in the
density matrix of the first EPR pair are multiplied with dephasing parameter ¢ = 1 — exp(—Npuax/V), Where
Nmax 1s a free parameter determining the maximal number of attempts before we discard everything and

14



Quantum Sci. Technol. 5 (2020) 035007 B Dirkse et al

Table 4. Values of the parameters used in the simulated creation of a tri-
partite GHZ state in NV centers as discussed in section 4.1. The resulting
state is described in table 5.

Noise parameter Value Free parameter Value
Dt 1.5 x 1073 z 0.016
\4 0.9 z 0.080
Paph 0.02 Niax 468
Pdc 4.0 x 1077

Do 0.030

v 1500

start over (because the first EPR pair has decohered too much) and v is a parameter quantifying the
strength of the dephasing noise. Finally, we assume that all single- and two-qubit gates are performed with
unit fidelity. In section 4.2 we instantiate this model with representative numerical values for all model
parameters (see table 4) to produce the simulated experimental data.

4.2. Step-by-step application of our method
In our first example, we illustrate our method on data produced by a simulation of iid states on three qubits
(m = 3). The aim is to witness a genuine tripartite entanglement by producing a GHZ state:

1
%

Therefore, we let S be the set of biseparable states, i.e., the set of all states p that are a mixture of separable
states on any bipartition of the three subsystems. To witness a state not in S (and reasonable close to a GHZ
state), we use is the projection witness, given by

IGHZ) = —=(]000) + [111)). (41)

1
W = I |GHZ)(GHZ|. (42)

This factor 1 is known to be optimal for the GHZ projection witness [20]. Note that ¢ #  in equation (8).
In fact, it is easily observed that ¢ = % - i = % here (since d = 2" = 8 in this example). We will now
describe all steps of section 3.1 to illustrate how to fully define the experiment, obtain the (simulated) data,
and calculate the resulting p-value and confidence interval of the experiment.

Step 1a. The first step is choosing a decomposition of our choice of W (equation (42)) of the form
equation (10). This witness has a four-setting and five-setting decomposition. We will use the five-setting
decomposition into local Pauli observables:

1
Wanz = 3 Ul —1Z2Z - ZIZ — ZZI — XXX + XYY + YXY + YYX), (43)

where {1, X, Y, Z} are the Pauli operators (including the identity operator) and the tensor symbol is omitted
for clarity. Thus, equation (43) is a decomposition of the form equation (8) with ¢ = 2. We shall label the
seven non-identity, traceless observables by £ = 1, ..., 7 in the order of their appearance in equation (43).
There are only five measurement settings needed for the decomposition in equation (43). These are
{ZZZ, XXX, XYY, YXY, YYX}, since the first three observables ({ = 1,2, 3) can all be computed from the
first measurement setting ZZZ (x = 1), as discussed in section 3.2. Therefore we have x = 1, ..., 5, indexing

the settings. The formal mapping between observables and measurement settings is given by

> lff - l, 2, 3,
f(©) = . (44)
€2, if§=4,56,7,
and
011,  ifé=1,
101, if¢=2,
b(e) = . (45)
110,  if¢ =3,
111,  ifé =4,5,6,7.

Step 1b. Next, we specify a model for measuring each of the Pauli observables that occur in the chosen
measurement settings. In our simulation, we shall model each measurement as systematically imperfect,
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meaning that X, Y and Z is not implemented by the usual projective measurements. Instead, we model all
Pauli measurement by POVM elements, parameterized by two parameters u, v € [0, 1], which characterize
the efficiency of detecting the +1 and —1 eigenstate of the Pauli operator, respectively. In experiments, these
numbers are referred to as the readout fidelity [19, 41]. Concretely, for the Pauli-Z measurement on each
subsystem, we model (dropping the subsystem index j for notational compactness) the measurement by the

POVM elements
AR u 0 z 1—u 0
Mo = {o l—v] > T = [ 0 v} ' (46)

The X and Y POVM elements are defined by
Y, = HIIZ H, 11X = KII4.KT, (47)

where the H and K gate are the gates that rotate the Z to the X and Y basis respectively. The two outcomes of
all Pauli measurements are
. v—u=xl
= —. (48)
u+v—1

These values are chosen in such a way that
atlll, +a 1 =P, (49)

for all Pauli’s P = X, Y, Z, so that the measurement operators correspond to the desired observables
(according to equation (11)). In our model, we will set u = 0.95 and v = 0.99. This results in a™ ~ 1.1064
anda~ ~ —1.0213.

Step 1c. Next, we choose p, according to equation (17). That is, we choose

3
- ifx=1,
7
1 .
- ifx =2,3,4,5
7
This now fully defines the score function (per equation (13)):
’ (azas + + a1ay) ifx =1
A A > 1 == 1,
24 aras aas ayap X
7 .
s(x,a) = §a1a2a3, ifx =2, (51)

— gal aras3, otherwise.

Note how the observables 127, ZI1Z and ZZI are combined into one measurement setting ZZZ which
directly contributes to the score.

Step 1d—e. Finally, we fix the total number of rounds to be # = 600 and set o = 0.05.

Step 2. We characterize our (simulated) devices to have an RNG bias 7 = 10~° and measurement
imperfection as compared to the model described in the previous step of §; = § = 2 x 10 for all parties
j=1,2,3. The value of § is determined from the uncertainty in the measurement characterization of the
NV system. The value of 7 is chosen sufficiently large for any practical implementation of randomness.

With these values of 7 and J, and the score function equation (51), the witness correction -y can be
computed from theorem 1. The random number generation correction v, is computed using equation (25)

to be
5

N=Ty max|s(x,a)| & 5.8 x 107, (52)

x=1

The measurement correction v, is computed using equation (26) and (27). First, we compute eg) from
equation (27). We find that

) 0, 1f€:]: 1,2,3,

€ = (53)
5(|at| +|a|) ~ 4.26 x 1072, otherwise.

Furthermore, from equation (43), it is clear that )\g) = 1 for all &, j, since all local observables Og) are any of

the four Pauli operators I, X, Y, Z, which have operator norm 1. Since )\g) =1land 6? < 1, we use the
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Table 5. Nonzero components of the state p used in each round of
the simulation of the entanglement witness experiment described in

section 4.2. The expected witness value of p is Tr[ Wp] = —0.172.

M Tr[Mp] M Tr[Mp] M Tr[Mp]
iy 1 XXX 0.782 IIX —0.077
7z 0.787 XYY —0.737 XXI 0.072
ZIZ 0.478 YXY —0.478 YYI —0.047
ZZ1 0.608 YYX —0.507 77X —0.047

approximation equation (29) instead of the full equation (26). We compute that

7 3
By fwelY el ~9.6x107. (54)
&=1 j=1
Hence we find that
Y=+~ 9.6 x107° <0.01. (55)

Step 3. In this step, the experiment is simulated. We play # rounds of the entanglement witness game. In
our simulation, we take the same state p; = p in each round, corresponding to an iid situation. This state is
computed using the model of tripartite GHZ generation in remote NV centers as discussed in section 4.1.
The valued of the parameters we used in the simulation are given in table 4. The resulting state p is given in
table 5. In addition to the state p; = p, we also generate a random setting x; € {1,2, 3,4, 5} with probability
given by equation (50). The randomness is generated by a standard pseudo-random number generator. For
efficiency reasons, we use the ideal POVM elements to simulate the measurement outcomes. We
nevertheless use a nonzero value of 4 to illustrate the effect of measurement noise on the witness correction.
The set of measurement outcomes a; is obtained according to Born’s rule. From this, we compute and
record the score of this round s; = s(x;, a;) using the score function equation (51).

Step 4a. In this step, we calculate the upper bound pyoung to the p-value using theorem 2. This is
straightforwardly done using v, #, ¢, Smin, Smax and the total normalized score ¢, by evaluating
equations (30)—(33) of theorem 2. The quantities s,,;, and sy.x as defined in equation (19), can be
computed from the score function equation (51). In our example we find $y.x = —Smin & 1.185. The total
normalized score t,, is computed from the recorded scores s; for i = 1, .. ., n, according to equation (18). To
compute Pround from concrete numbers, suppose the a single simulation of the experiment yields a total
normalized score of ¢, = 440.97. To compute the p-value bound, we first calculate 3 using equation (33).
We find (using v < 0.01) that 5 ~ 0.662. Hence, we can evaluate our p-value bound, equations (30) and
(31), by

Phound = €F,, 5(440)"%F, 5(441)*7 ~ 2.1 x 107*. (56)

Since p < Poound < @, we have rejected the null hypothesis (H,) at significance level a = 5%. As we trust
that the model assumptions (I) to (IIT) hold, we can reject hypothesis () and conclude that our
(simulated) source of quantum states is capable of producing genuinely multipartite entangled states

p* ¢ S. This is indeed the case, since p defined by table 5 is not biseparable (i.e., not in S, since

Tr[Wp] < 0).

To illustrate how the p-value evolves as more rounds are played (more data is taken), we plot in figure 4
the running value of ppound computed with the total normalized score up to round i, as a function of i. Up
until round i & 520, the bound remains constant at its maximal value e & 2.72, due to the prefactor of e in
equation (30). In this regime there is insufficient data to draw any conclusions. Then our p-value bound
starts decreasing roughly exponentially in 7. The jitter can be explained by the randomness due to
measurement settings and outcomes.

Step 4b. Finally, we illustrate how to estimate (W), as defined in equation (2) and compute the
confidence intervals around this estimate using theorem 3. The witness estimate is directly computed from
the observed scores and ¢ using equation (21). Suppose that a run of the experiment yielded scores such
that @, = —0.182 (this is consistent with t, = 440.97 by comparing equations (18) and (21)). Now the
radius of the confidence interval can be computed from « = 0.05, n = 600, v = 0.01 and As = 2.370 by
solving equation (34) numerically. We find that ¢ ~ 0.216 in this example. Hence, we find the 90%
two-sided confidence interval and the 95% one-sided confidence interval

Too = [—0.398,0.034], Joo5 = (—00,0.034], (57)

17



10P Publishing

Quantum Sci. Technol. 5 (2020) 035007 B Dirkse et al

10!

10° 4

p-value bound

—
9
()
n

1074

T T T T T
450 475 500 525 550 575 600
Round number ¢

Figure 4. Running p-value bound for our simulated GHZ witness experiment with parameters as defined in the main text. Up
until round i = 520, the upper bound is the maximal value of e ~ 2.72, due to the prefactor e in equation (30). The final p-value
bound after n = 600 rounds is 2.1 x 107*.

respectively. This is just insufficient to conclude that on average p was not in S (i.e., genuinely multipartite
entangled). However, we can compare these intervals to the true value (W), = —0.172 (see table 5 and
recall that p; = p in this example). Clearly (W), € Zy 9 and (W), € Jy.05. Moreover, the point estimate w0,
is not far off the true value.

4.3. Illustration of method for correlated noise

In the previous example we gave a step-by-step illustration of how our method is applied to data gathered
in a single (simulated) experiment with identical states each round. Since our method is applicable in
general, we now illustrate its use for states p; that are neither independent nor identically distributed. As
before, we will consider states p; that are created from two EPR pairs, each of which has a relative phase 0
(see equation (40) in section 4.1), but we now assume that the relative phase 6 drifts between subsequent
rounds following a random walk. That is, the relative phase in round i depends on its value in round i — 1,
which creates correlation between the rounds. This modeled phase drift is motivated by the observation in
experiments that the relative phase 6 changes over time due to fluctuation in the optical path length [19].
The simulation uses the same parameters as in section 4.2, table 4, except that now py = 0. Instead, in the
first round, we model (both EPR pairs) with known initial phase 6, = 0°. Then, each round, the phase
drifts with step size A = £0.98° (for each EPR pair the drift is an independent random walk). This creates
dependence and correlation between the rounds. Furthermore, we use the same witness (equation (42)) and
employ the same measurement model with witness correction v < 0.01 (equation (55)) as in

section 4.2.

Instead of performing a single simulation with this noise model, we perform a Monte Carlo simulation
with N = 2 x 10* repetitions of the experiment, each with n = 600 rounds. For each repetition, we
calculate the witness estimate from the observed score using equation (21). We emphasize that in this
simulation, each repetition also a different (W), is realized, because the collection of py, . .., p, can be
different every time. We also compute a bound on the p-value for each repetition of the experiment by
using theorem 2. We thus obtain N = 2 x 10* witness estimates and bounds on the p-value from our
Monte-Carlo simulation.

In figure 5 we plot histograms of the witness estimates w, and p-value bounds pyound, both of which are
directly computed from the observed scores s, . . ., s, (via equation (21) and theorem 2, respectively). We
emphasize that all s; are realizations of a random variable S;, determined by the random measurement
settings Xj, the random measurement outcomes A; (following Born’s rule), and the correlated random
states p; produced by the source. The produced states were not necessarily biseparable (i.e., not necessarily
inS).

In figure 5(a) we plot a histogram of the witness estimates 1w, and compare to a Gaussian reference
curve. We clearly see that this noise process can lead to a non-Gaussian witness distribution. The skew in
the plot is mainly due to the fact that different true average witness values (W), = ~Tr[Wp;] are realized in
each run of the experiment. The figure illustrates that under non-iid noise, the standard Gaussian
prediction W, £ 6, does not accurately predict future repetitions of the experiment. We emphasize that
the plot in figure 5(a) cannot be interpreted as the probability distribution of w, under a particular, fixed
sequence of states p1, ..., p, (because each Monte Carlo iterate used a different sequence of states), and
hence no inference could be made from this plot about the uncertainty of w,,.

In figure 5(b) we plot a histogram of the p-value bounds. Note that the p-value is plotted logarithmically
on the x-axis, making the bins of unequal size. We show the significance level @ = 0.05 as a red line, which
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Figure 5. Histograms for a Monte-Carlo simulation of N = 2 x 10* independent witness experiments (each with n = 600
rounds). Here, the noise model is not iid but rather follows a stochastic process, as described in section 4.3. (a) Histogram of
witness estimates. The blue histogram shows the distribution of the witness estimate w, (cf equation (21)). The distribution is
non-Gaussian, as is obvious from comparison with the red Gaussian reference curve. Thus, the standard Gaussian prediction

W, £ 64, does not accurately predict future repetitions of the experiment. The skew in the distribution is primarily due to skew
in the true average witness value (W), across different runs of the non-iid experiment (due to the changing sequence of  states).
(b) Histogram of p-value bounds. The blue histogram shows the distribution of p-value upper bounds (cf theorem 2). The red
line indicates the significance level o = 0.05, the number below which we reject the null hypothesis (H,).

in this example turns out to be the 95th percentile. Thus, in 95% of the simulated experiments, the null
hypothesis (7{,) was rejected with statistical confidence. Note that it is merely a coincidence that & = 0.05
marks the 95% percentile of the distribution of ppound Over the N simulated experiments. We emphasize that
the p-value itself (as defined in equation (20)) cannot be inferred from the simulation results. This is
because the p-value is a statement about the distribution of the total normalized score T, assuming that the
null hypothesis (#,) holds. But here the states produced are not necessarily in S, so hypothesis (H,) is
violated. See section 5.4 for more detailed discussion.

4.4. Example where iid assumption fails

In the previous section we saw an example where the states within each experiment were generated by a
non-iid noise process, and we discussed the corresponding distribution of the witness estimate and p-value
bound across different runs of the non-iid experiment. While the witness estimate 0, was non-Gaussian,
this was largely explained by skew in true average witness value (W),,. In this section we give an explicit
example where the iid assumption (more generally the Gaussian assumption) is inappropriate even when
the average witness value (W), is fixed. This example is not based on simulation of NV centers, but is based
on a noise model that is designed to clearly exhibit non-iid behavior.

In this example, we generate the states according to a noise process in which the source of states
produces a perfect GHZ state in a fraction F of the n rounds and produces an orthogonal state in the
remaining (1 — F)n rounds. Importantly, the fraction of good states F is held constant in this model. This is
the only source of correlations between the states in a single run of the experiment. This model is an
extreme case of the more realistic scenario in which the source intermittently produces good and bad
quality states. These bad quality states can for example be produced when a heralding signal (a signal that
indicates entanglement was created) is falsely triggered. Note that the fraction F of good states equals the
true average fidelity to the GHZ state,

F= %Z Tr [pi| GHZ) (GHZ|] . (58)

i=1

and with our choice of witness operator W (according to equation (42)), the true witness value is
(W) liT (1= jGHZ) (GHZ)p) = £ — F (59)
n==> Trl(zI— il =5 —F.
ni 2 p 2

In this example, we fix F = 0.672, which yields a true average witness value is (W), = —0.172.

In figure 6 we plot a histogram of the witness estimate w,,, computed using equation (21), under the
described noise model. The histogram represents N = 2 x 10* independent simulated experiments (each
with n = 600 rounds). We also plot the Gaussian distribution that would be obtained under the iid
assumption on the median run. For this run, the mean and standard deviation w, =+ &, are computed
from the observed scores sy, . . ., s, in that run. In particular, for the red curve we observed
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Figure 6. Histogram of a Monte-Carlo simulation of N = 2 x 10* witness experiments (each with n = 600 rounds). The
histogram shows the distribution of the witness estimate 0,, computed from the observed scores using equation (21) in blue.
This approximates the true distribution of @,. The 95% interval is shaded in blue. The true average witness value is

(W), = —0.172 in each run of the experiment, which coincides with the mean (and median) 1@,. The red curve is shows the
inferred distribution from the data (the scores) observed in the median run when the data is assumed to be iid. That is, the red
curve is a Gaussian with mean 0, and standard deviation 7, as computed from the observed scores under the iid assumption in
this particular run. The central 95% interval of this Gaussian is shaded with red lines. Clearly, the distribution inferred from the
iid assumption does not match the true distribution of w,,.
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Figure7. Scaling of the function pyouna = €F,, 4(t,), which determines the bound on the p-value theorem 2 and the radius of the
confidence interval theorem 3, with the total normalized score t, (equation (18)), the number of rounds # and 3 (which depends
on , see equation (33)). The black dots correspond to the simulation discussed in section 4.2, where n = 600, 5 = 0.662 (using
v =0.01), and t,, = 440.97, yielding prouna = 2.1 x 107*.

Wy &+ 6, = —0.171 £+ 0.026. The 95% central interval is shown as the shaded region under the red curve.
This region is [w, — 25, W, + 26] = [—0.223, —0.120]. However, the 95% central interval found from the
Monte Carlo simulation is only [—0.205, —0.138]. Hence, the 95% central interval estimated under iid
assumption (red shaded region) is roughly 1.5 times larger than the 95% central interval found from the
Monte Carlo simulation of w, (the medium blue region). This example clearly shows that in this scenario
the iid assumption fails.

4.5. Scaling of the p-value bound

Finally, we analyze how our bound pyouna = eF,, ﬁ(tn) (see theorem 2, equation (30)) scales with its three
free parameters: the total normalized score t,, the number 3 (which depends on the witness correction ,
see equation (33)) and the number of rounds n. Note that this also directly illustrates how the size of the

confidence interval € scales with the significance level o according to o = el (5(1+ 1)) (see theorem 3,
2

equation (34)). We discuss the scaling here from the perspective of the rejection analysis. Then it is
qualitatively clear that a larger observed score f, and smaller v (and hence smaller 3) should lead to
statistically more significant results (meaning a smaller ppound). Similarly, a larger number of rounds n
should lead to a smaller uncertainty and hence make it less likely to observe extreme data under the null
hypothesis (Ho). We show that this is indeed the case in figure 7. To compute ppound Numerically, we used
c= % and Spmax = —Smin = 1.185, just as in the example of section 4.2 as the fixed values. The black dots in
the figure correspond to n = 600, 5 = 0.662 and t, = 440.97 as used for illustration in section 4.2. The
corresponding bound is pyound = 2.1 x 1074,

In the left plot of figure 7, we see that it appears that ppound e ' for fixed # in the regime t, > nf.
Even if this is not exact, pyound at least appears to decrease (super)exponentially in ¢,. The p-value bound is
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trivial in the regime #, < ng. This is understood to mean that 0 is a total normalized score that is likely to
be achieved under the null hypothesis. In the middle plot, we see that ppoung Seems to decrease exponentially
with 7 as well and that the asymptotic decay rate depends on the mean normalized score . This is also
expected behavior, which for example also holds in the iid case. In the right plot, we focus on the effects of
increasing 3. The p-value bound increases (sub)exponentially with . It also seems that an increment of 3
(which is due to increased ~ from noisy devices) can be directly compensated by observing an increased t,,
since the three curves seem to be identical but displaced in the x-axis.

5. Discussion

5.1. Applicability of our work

The methods we have discussed throughout this work were frequently motivated by and illustrated with
entanglement witness experiments. Here we elaborate how generally applicable all of our results are. First,
the estimation experiment can in principle be done for any Hermitian observable W. In theorems 1 and 3
we do not require that the operator is a witness; we only need to write W in the form of equations (10) and
(11). Note that this is in principle always possible (although for general W, the number of terms labeled by
& might grow exponentially with the total system dimension). This allows one to perform the experiment
and do the estimation analysis of step 4b in table 3. This yields a point estimate and confidence interval for
estimating the average value (W), as defined in equation (2), which is valid without any assumption about
the sequence of states pi, . . ., p, produced sequentially in the experiment.

Second, the rejection analysis of the experiment is valid for any witness W that satisfies equation (1) for
some convex subset of states S. The null hypothesis we aim to reject is always the hypothesis that the source
can only produce states p € S, conform hypothesis (H). Therefore, the experiment can witness the
creation of any state p* ¢ S, given suitable choices of W and S. Examples include witnessing different types
of entanglement, defined by non-membership of a particular separability class S. A frequently encountered
separability class is the set Sy of k-separable states. These states are a convex combination of pure states that
are separable over some k-partition of the subsystems [42]. Our examples in section 4 focused on k = 2, the
class of biseparable states. In certain applications it might also be important to certify entanglement across a
particular partition of subsystems, which leads to a different definition of S. In this case, the set S describes
separability between any specific partitioning of the system. Corresponding witness operators for graph
states have been identified in [43]. Finally, S can also be chosen to include specific classes of entangled
states, so that non-membership signals that the entanglement is not of that particular class. As an example
of this, & can be chosen as the convex hull of all biseparable states and W-class states [42]. All of this can be
tested with our method by accordingly defining S in hypothesis (H). Of course, this also requires one to
find a suitable witness operator W that separates S from some particular state p* that one aims to witness
(according to equation (1)).

5.2. Choosing the free parameters of the experiment

5.2.1. The witness operator W

The choice of witness operator is another integral part of the design of the experiment. It affects the
number of trials n needed in an experiment to attain a certain p-value given some target state p*. It affects
the (expected) p-value bound or interval size € one would observe in an experiment given finite #n. There are
two different mechanisms behind this. First, the choice of W influences the decomposition equation (8),
and in particular the number of terms that appear in this decomposition. A smaller number of terms
directly implies more statistically significant results. This is intuitively understood since the budget of n data
points can now be used to measure less observables in the decomposition, meaning each can be estimated
more accurately. Second, for witness rejection experiments where some (average) p* is assumed to be
produced, one would ideally like to minimize the ppound over all witness operators W for fixed p* and n.
This task is extremely difficult and impractical. Instead, one often employs the heuristic of minimizing the
witness violation. That is, one seeks to find the minimizer W of the following optimization problem

min  Tr[Wp"]. (60)
W5HW”30<1’
Tr[Wp] >0 VpeS

This witness will then give large contributions to the witness violation, hence making it statistically less
likely to observe such a violation with finite number of states from S. The downside of this is that it only
optimizes for the magnitude of the violation in case of infinite statistics. In particular, it does not take into
account the number of terms in the decomposition.
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Many different methods for entanglement witness design have been discussed extensively in literature
(20, 22, 23]. Most methods rely on some form of numerical optimization to find a witness with particular
attractive properties such as efficient decomposition, maximal violation with a given state or large noise
tolerance. For pure states, the most widely used witness operator for genuine multipartite entanglement of
states close to |¢)) is the projection witness W = X*I — [¢) (2|, where X is the maximum of the Schmidt
coefficients of |¢)) when all bipartitions are considered [20, 22]. This is also the choice that we made in
section 4 for ) = |GHZ) (see equations (42) and (43)).

5.2.2. The number of rounds n

An important design parameter of a witness experiment is the number # of rounds to be played. This is
often delicate, as too small # renders the entire experiment yielding no conclusion (see figure 4) but too
large n can be overly costly in experiment resources. To get a good estimate of n that produces small enough
Pround Without being unnecessarily expensive, the experimenter must have a good understanding of the
quantum states being produced and the measurements being performed (e.g., from a theoretical model of
the experiment). With this, the experiment can be simulated, so that one can get an estimate of the
distribution of the total normalized score T,. Then pick n such that you are very likely (e.g., in 90% of the
experiments) to realize a ¢, that evaluates with known or estimated 7y to a ppound less than « (for the
rejection experiment) or that evaluates given « to a confidence interval that is sufficiently small (e.g. such
that the entire interval is smaller than zero).

5.2.3. The target distribution of measurement settings py

In principle, the choice of probability distribution over the measurement settings p, is left free in this work.
Each choice leads to a valid witness experiment from which the conclusion can be drawn rigorously.
However, bad choices of p, will lead to suboptimal bounds on the p-value or suboptimal confidence
intervals for equal experimental cost. An interesting question is what choice of p, yields the smallest p-value
bound (resp. confidence interval) given fixed n and . This question is hard to address, since p, influences
both the distribution of T}, and the value of As (which enters in theorem 2 via 8 and theorem 3 via
equation (34)). Based on the underlying concentration inequality (Bentkus’ inequality, see lemma 1 in
appendix D for details), we conjecture that p, should optimally be chosen to minimize As. This conjecture
holds in the simulation of our experiments. Intuitively, this requirement ensures that S; — S;_; is often large
compared to As. However, finding a distribution p, that minimizes As is not a simple problem. In small
instances, it can be solved by brute force search. If all possible outcome sets are Q¥ = {1, —1}, then the p,
that minimizes As is given by our recommended choice in equation (17).

5.3. Possible modifications of our method

5.3.1. Model modifications

It is not hard to incorporate different ways of characterization the hardware devices [modifying
assumptions (II) and (III)]. For example, the bias in random measurement setting generation can be
quantified by different ¢7-norms than the £**-norm considered here. Similarly, there are many other ways of
characterizing noisy measurement devices. For example, one may model and characterize noisy
measurements by a small misalignment angle, defined as the angle between the Bloch vectors of the ideal
and the noisy measurements [26]. Any modification of the way hardware devices are characterized, requires
that theorem 1 is modified accordingly to calculate an appropriate correction . We emphasize that this is
the only part that needs modification. Theorems 2 and 3 can directly be applied with the new

bound 7.

5.3.2. Alternative method for computing
In the theorem 1, we applied an analytical method to find the witness correction ~. This bound is not
necessarily tight in all cases. If the correction 7 is too large for a practical experiment, one can see if tighter
bounds can be found numerically. The optimization problem for gamma under and of the model takes the
form

~ = —min min min Tr[Wp], (61)

P W peS

where the minimization over p, is constrained by assumption (II) and the minimization over W is
constraint by assumption (III). This optimization is not always easy to carry out. For example, optimizing
over § is hard in general (e.g., when S is the set of separable states), although in low dimensions one can
often resort to using PPT relaxations [44, 45]. Furthermore, the set of feasible W is not convex, and the
objective function Tr[Wp] is bilinear in the variables. For non-convex problems, general nonlinear
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optimization methods usually only find local optima which may result in witness corrections +y that are
smaller than justified.

5.3.3. Using Hoeffding—Azuma instead of Bentkus

In this work, we have chosen to use Bentkus’ inequality to bound the relevant tail probabilities in theorems
2 and 3, because this is often slightly tighter than the more common Hoeffding—Azuma inequality. We have
stated Bentkus’ inequality in lemma 1 in appendix D. Whenever this lemma applies, the Hoeffding—Azuma
inequality also applies. So if Ry, . . ., R, is a supermartingale with Ry = 0and -0 < R, —Ri_; <1 —(,
then for all x > 0 Hoeffding—Azuma states that Pr[R, > x] < e’¥. By replacing this in the right places in
the proofs of appendices D and E, we can modify the statements of theorems 2 and 3. In particular,
equation (30) can be modified to

max (ty —n5,0)2

Pr(T, > t,|Hol < e ? 7, (62)

with f still defined as in equations (33) and (34) can be modified to

n(‘f*’)’ )2

a=e 2'As (63)

Especially this latter modification can be useful, since this makes it easier to compute the confidence interval
in theorem 3. This is because the above equation can be explicitly solved for ¢ to find

e=7+ Asy/ %ln(a—l). (64)

One may choose to use these equation instead of the theorems as stated, but generally this could come at a
slight cost in the tightness of the bounds.

5.4. General remarks regarding hypothesis testing and the p-value
Our rejection analysis of entanglement witness experiments fits into the general framework for hypothesis
testing in statistics. As always, it is important that all relevant parameters are fixed prior to the experiment
being carried out. In our case, this concerns the quantities defined in steps 1 and 2 of section 3.1. Most
notably, this includes the number of trials # and the significance level «, but also the witness operator, its
decomposition, and all other parameters of the model assumptions. This also implies that one may not
simply combine data from multiple experiments (e.g., extending experiments by further trials until a
desirable outcome is achieved). Instead, p-values of different experiments can be combined using known
statistical methods [32, 46], or one can carry out a larger, independent experiment instead.

In the framework of hypothesis testing, the p-value is defined as the probability of observing a test
statistic T (in our case, the total normalized score T;,) under the null hypothesis (in our case hypothesis
(Ho)) that is at least as large as the observed value #:

p = Pr[T > t|H,]. (65)

If the p-value is smaller than a previously chosen significance level v, then the null hypothesis is considered
to be statistically unlikely to explain the observed ¢, and we reject the null hypothesis at significance level .
This means that the p-value is a statement about the observed data in relation to a hypothesis about the
distribution of T. In particular, it does not give any information about the distribution of T if the null
hypothesis does not hold. Neither should the p-value be interpreted as ‘the probability that the null
hypothesis was valid” or as ‘when the experiment is repeated many times, the null hypothesis is rejected in a
1 — p fraction of experiments’. The p-value is only quantifies the likelihood of a particular assumption
about the distribution of T, namely that it is governed by the null hypothesis. Therefore, it is this a
hypothesis that we may plausibly reject upon observing a small p-value. Finally, we emphasize that the
p-value itself can be seen as a random variable, as it is a function of the realization of a randomly observed
test statistic t (whether or not governed by the null hypothesis). Each experiment is simply a realization of a
particular p-value.

6. Conclusions

In this work, we proposed two new methods to analyze witness experiments. Both methods are applicable
to any source of quantum states that produces a sequence of states on demand. These states can be arbitrary
distributed and correlated—unlike previous works, which often implicitly assume that the noise
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is well-behaved so that the central limit theorem applies. With our rejection analysis, the experimenter can
rigorously certify that a device has the capability of producing entangled quantum states. The statistical
confidence is quantified by a bound on the p-value, the probability that an experiment yields data as
extreme as the observed data under the assumption that the source produces only separable states. Hence a
small p-value is directly interpreted as strong evidence for the production of entangled states. The rejection
method applies more generally to any witness experiment that is defined by a set of states and a
corresponding witness operator. In particular, it can be used to witness genuine multipartite entanglement.
With our estimation analysis, the experimenter can estimate the average witness value and construct a
statistically rigorous confidence interval around this estimate. This method allows the experimenter to
conclude whether entanglement was produced on average. This confidence is valid regardless of the type of
noise present. The estimation method applies to any general estimation problem. This means that it is not
necessary that W is a witness in the sense of equation (1). Fidelity estimation is therefore also covered by
this method.

Both methods we derived are simple to use. We provide a step-by-step recipe to choose all relevant
parameters, collect the necessary experimental data and compute both a bound on the p-value and a
average witness estimate with confidence intervals from this collected data. Our method requires no
modification compared to prior methods of performing witness experiments, except possibly the
requirement of measuring different settings in random order instead of a fixed, predetermined order. This
requirement is however inevitable if one wishes to deal with arbitrarily correlated noise. Both of our
methods yields a figure of merit—a bound on the p-value or a point estimate with a confidence
interval—that has a concrete interpretation and is comparable between experiments. We illustrated our
methods with simulations of an experiment in nitrogen vacancy centers.

In this work we chose to treat the witness operator as a fixed object that has been chosen with a state to
be witnessed in mind. However, other methods exist in which the witness is modified adaptively based on
the measurement data collected so far [24]. The objective of adaptive witnessing is to tune the witness
operator (perhaps within a parameterized family) to have maximal detection efficiency, based on the partial
knowledge of the noise obtained from prior measurement data. In particular, one can attempt to identify
and counteract coherent components of the noise. Indeed, coherent and local noise preserve entanglement,
and adaptive protocols have been shown to enhance entanglement detection [47]. An interesting open
question is whether the statistical methods we develop in this work can be combined with adaptive witness
methods. This would open ways to increase the detection efficiency of the witness method, while
maintaining the robustness against correlated noise.
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Appendix A. Game formulation

In this first appendix, we expand on sections 2.1 and 2.2. We will redefine all objects introduced in the main
text, while being slightly more formal and precise. We will also show that equation (14) holds, which relates
the definition of the score function to the witness decomposition. Let us start of with recapturing the
notion of a witness operator (or simply witness). A witness is defined as a Hermitian observable W that, for
some convex subset of states S, satisfies

Tr[pW] >0 VpeS. (A1)
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As described in the main text (equation (8)), we assume the witness admits a decomposition into the sum
of local observables:
_ (1) (m)
W=d+Y w0l 0" (A2)
&

Often, it is possible to compute the expectation value of multiple observables {Og) Q- ® Oém)}g from a
single measurement setting M\ @ - - - @ M (we shall label measurement settings by a label x). To keep
track of which observables (labeled by &) are related to which measurement setting (labeled by x), we define
f(¢) = x if the observable Og) ® - ® Oém) can be measured by the measurement setting

MW @ .. @M. This means that there exists a bitstring b(¢) € {0, 1} of length m such that

m (m _ (gD 406 () )
O @ -+ ®O" = (M) @ - - @ (Myig) ™. (A3)

To allow for the most general model of measurements, we allow each Mfcj) in a measurement setting to be
measured by a POVM {I1V"*} __; with outcomes labeled by elements a in some finite set Q. That is, we

. acf2
write
MY =" amd*. (A4)
ang)
The tensor product POVM for setting x has outcomes a = (ay, . .., a,) in ;1= chl) X o0 X Qi’”). We
denote it by
=10 - @I (A5)

Sometimes we also need Q¥ :=J Q9 and Q:= QW x .. x Q™. We formally define 1Y := 0 for
a € QNQY and ITX := 0 for a € Q\Q,. This is useful in case we want to sum over a € Q¥ ora € Q
without knowing x. '

Using equation (A4), we can write each local observable Og) as

b;(&)

of = (M;]& )) = Y amgs© = 3" HOTYse, (A6)
acW) acO)

where the last equality follows from the facts that b;(§) € {0, 1} and POVM elements sum to the identity I,
and we use the convention that ° = 1, Q" = I for any number a and operator Q. Hence by plugging
equation (A6) into equation (A2), the witness operator can be further decomposed as

W =l + ngé Z ali® Hg)’f(f) =+ ZZ Z wgﬁ a]»bj(g) IT;. (A7)
1

=1 4eQl) ac) x &f(§)=x j=1

The last equality follows from rearrangement and equation (A5). Table 1 in the main text summarizes all
relevant objects.

As discussed in sections 2.1 and 2.2, the witness experiment now proceeds in each round by selecting a
measurement setting x at random, measuring the corresponding POVMs on each subsystem, and, upon
obtaining outcomes a € (1, assigning a score according to equation (13):

1 b
sma) =—— > we]] a]’-”(f) . (A8)
Prefois i=1

It is useful to define s(x,a) :=0 if a ¢ Q. Now it becomes apparent why we had written W in the form
equation (A7): it allows us to plug in the definition of the score function equation (A8). As a consequence,
we find that
W= — pr s(x, a) 1T, (A9)
X,a

showing that equation (14) holds. Finally, we define the algebraic minimum and maximum score, and their
difference, as
Smin :=mins(x,a), Smax = maxs(x,a),  AS:= Smax — Smin- (A10)
x,a x,a
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Table B1. Summary of the random variables present in the model and analysis

Object Random variable Type Restrictions
History H, Arbitrary Assumption (I)
States P Arbitrary Hypothesis (H,)
Measurement setting X; Discrete Assumption (II)
POVM elements Hf Arbitrary Assumption (IIT)
Measurement outcomes A; Discrete Born’s rule (equation (B7))
Score S; Discrete Equation (B8)

Total normalized score T; Discrete Equation (D5)

Appendix B. Formal definition of the model assumptions and null hypothesis

In this appendix, we expand on the model as formulated in section 2.3 and formalize further the model
assumptions and null hypothesis that enter our description of the experiment. This allows us to rigorously
draw conclusions from the witness experiment. The model assumptions are the collection of the following
three assumptions:

ey

(II)

(I10)

Sequentiality. The experiment is performed in rounds i = 1,2, ..., n. For each round, there are
random variables that model the state p;, measurement setting X;, POVM {H } and measurement
outcome A; (defined in the remaining assumptions and summarized in table BI ). Apart from the
restrictions implied by the remaining assumptions, all these random variables in round 7 can depend
arbitrarily on all previous rounds. We formalize this by random variables H; that models the history
of the experiment up until, but excluding, round i. We assume that H; contains at least

(a) the history of the preceding round, i.e, the o-algebra of H;_, is contained in the o-algebra of
H,‘Z
O'(Hi_l) gO’(H,) Vi:z,..., n. (Bl)

(b) the state, measurement setting and outcome of round i — 1, i.e.,
O-(XifbAifl) Pi—l) - U(Hi) Vi= 2,..., 1, (BZ)

By Assumption (I)a, this implies that X, Ay, p1, . .., Xi—1, Ai_1, pi—1 are all contained in the
history H;.

Trusted randomness. The measurement setting for the ith round of the experiment is modeled by a
random variable X;. We assume that the distribution of X; given the history H; and the state p; (we
denoted this informally as p;, in the main text) is close to a known distribution p,, i.e., there is 7 > 0
such that

|Pr(X; = x|H;, pi] — po| <7 Vi,x (B3)

holds almost surely. We further assume that
7 < min py. (B4)

Trusted measurements. The measurement in the ith round of the experiment is modeled by random
POVMs {Hfj ;}a that are close to known POVMs {Hfj)’x}ae Qi) where we recall that x labels the
measurement setting, j=1,...,m the subsystem, and QY is the set of possible outcomes (we

formally set IIV"* := 0 for a ¢ QU). We model this by assuming that for each of these POVMs {H }
there exists a constant §; > 0 such that for each j, almost surely,

| x| <o vija. (BS)

We further assume that » )
) =0 VagQf Vija, (B6)

which means the noisy measurements have the same sets of possible outcome as the ideal
measurements. Finally, we assume that the measurement outcomes A; follow Born’s rule, so we
demand that
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,a]

Pr [A,» =a ‘H,», 0i> Xi, {IZIEJ;}} =Tr {pi (1:[(1) R ® 1:11(231)} Vi, a. (B7)

In terms of the above data, the score of the ith round is given by the following random variable:
Sii=s(X, A, (B8)

where s(x, a) is the score function as defined in equation (A8).

The model assumptions (I) to (III) are sufficient for analyzing a witness estimation experiment. To
analyze a witness rejection experiment, we will also need to define the null hypothesis. We formally define
this as follows (an informal definition was already given in section 2.3):

(Ho) Null hypothesis: states in S. The quantum states p; almost surely take values in the set S.

The model assumptions together with this null hypothesis are sufficient for performing the witness
rejection experiment, with the objective of rejecting hypothesis ().

Appendix C. Theorem 1—correcting for imperfect randomness and measurements

In this appendix, we discuss how the witness inequality must be corrected in the case of imperfect
measurements (noisy POVM elements) and imperfect randomness. To do so, we first introduce shorthand
notation for the noisy POVM elements analogously to equation (A5):

[SOR- SR § |

= ﬁwl o (C1)

Moreover, we define the effectively implemented operator W; for each round i as (cf equations (23) and
(A9))

W, =cl — Z Pr[X; = x|H;, pi]s(x, a) I:I;fa, (C2)

in terms of the following random variables

E {ﬁi,al[X;:x] |H;, pl}

ﬁx =
b Pr[X; = x|Hj, pil

(C3)

We note that the denominator is nonzero almost surely by equation (B4), so that {II#,} is almost surely
well-defined and a POVM for each i and x. These POVM elements can be interpreted as the expected
implemented POVM elements in round i, conditioned on the event that setting X; = x is realized. We now
bound the deviation of the effectively implemented operator W; from the target operator W as a result of
imperfect measurements and randomness.

Theorem 1 (restated). Let W be a Hermitian operator of the form of equation (A7) (not necessarily a witness
in the sense of equation (A1)). Suppose the experiment is modeled by the model assumptions (I) to (III) in

appendix B. Define the score function as in equation (A8). Denote by W; the effectively implemented operators
as in equation (C2). Then, in every round i,

Wi = Wl <7 (C4)
holds almost surely, where the witness correction
YEN TN (C5)

is the sum of the random number generation correction and the measurement correction defined by

71:=Tmex\5(x,a)|, and 72:=Z\w5|’yz(§), (Ce6)
x 3
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respectively, in terms of

m j—1 m
72(8) = (H(Agk>+eg’<))> | IT A =05 > lal and A= (|0 (C7)
j=1 k=1 k=j+1 ueﬂ%)

Proof. Define
Wit=cl =Y pey s(x,a)IT,. (C8)

We will show that, almost surely, | W; — W;|. <1 and || W — W;||s < 72, which together imply the
theorem by the triangle inequality. For the former, we find that by comparing the definitions of W; and W,
equations (C2) and (C8) respectively, that

Wi — Willoo =] > (Pr[X; = x[Hj, pi] — pi) D _s(x )T [l (C9)
<TY Y sto @)l (C10)
< TZmax Is(x,a)] =1, (C11)

using assumption (II) in the first inequality and using in the second inequality that the operators {II%,}
form a POVM for each i and x.

To show that | W — W;||o < 72, we start by comparing their respective definitions equations (A9) and
(C8), which gives

w_ngpé}m@mgqngpéj]ﬁﬂﬂ(m@_ﬂﬂ, (C12)
x a 3 j=1

a

where we inserted the definition of the score function equation (A8) in the second step. Thus,

a

m
" b(©) =
IW = Willoo < S luwel |3 (Lo ) (€ - 9) | (€13)
¢ j=1

[o.¢]

so it remains to prove that

m

Z H aj’j(f) (H{l(f) _ ﬁ{f)) < 72(5)) (C14)

a j=1 ~

for all £ to conclude the proof. Using the definition of AR equation (C3), we find that

ia

no i mo E |1 x— <g>1\Hi)pz}
bi(€) ( 1) f<£>) = bi(€) £(6) { o=
a. Ha _Hia = a. Ha — (C15)
2 ]U / 2) =2 JH j PiX; = (O i
m O L Vv . }
_y Ha%,j(g) E [(Ha o) Vx,=fc)1 [ Hi» pi (C16)
A Pr(X; = f()|Hi pi]

) -
E |:Z(Hj—1 a ) (TS — L) 1=y | Hio Pi]
_ La . C17
PrX; = f(O)|H il (€17

Therefore, we find that
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1>° (H 1 ) (T — 11| oo L= [ Hi» pi
fe { j=1
2 HJ (e -7 < Pr(X; = f(©)H, ] - (€18

a

o0

To established the desired equation (C14), it therefore remains to show that, almost surely,

Tb©) -
ST | O =) Lix=ren < 7208 Ix=ren- (C19)

a
o0

We will show equation (C19) in the remainder of the proof. We expand II;, — IT; using a telescoping sum
of the form
GGG — BiByB; = (G — B1)B2Bs + Ci(C, — By)Bs + C1Cy(Cs — Bs). (C20)

In this case, with the tensor product and m terms, we get

m j—1
. _ T7° — (k) LR B (0)ES k)x
iy — 1 =Y ((X) Hmk> ® (119, -19") @ ® o | (C21)

=1 \k=1 k=j+1

Using this, and by distributing the product and sum in the below expression over the tensor factors, we find
that

m m -1
b (6 ~ _ (k) ) () (k)
> ([T (- m9) = (@t ) o (o2 -et) o (@ 08 e

a j=1 =1 k=1 k=j+1
where
b(©)
Of:=| D ally | =) ", (C23)
acQU) acQU)

by the fact that b i(€) € {0,1} and POVM elements sum to the identity, in analogy to their ideal

counterparts O5 given in equation (A6). Therefore, using the fact that the operator norm || - || « is
multiplicative with respect to tensor products (i.e. || C® B|| s =||C|| « || B o), we find that

m

m j—1 m
5O 1. £6) (k) =) 0 (k)
> T | a =1 <> (] |05 ok -0 IT |6 |
a j=1 o =1 k=1 k=j+1

We continue by bounding || él( O(J) |loc and || O HOO We start with bounding the first, by considering the
two cases b;(§) = 0 and b;(§) = 1 separately If b; (5) = 0, then

00— 0 = 3 ab® (ﬁg; _ ngﬂs)) = (ﬁg; _ Hg)ﬂo) —I1-1=0, (C25)

acq) acQ0)

so then || éz(]g) - Og) l~c = 0. On the other hand, if b;(§) = 1, then, almost surely,

=) ) = () ),
HOSE -0 H Lx—ion = || Y a(lL, = PO 13 (C26)
* acQl) -
=) i,
<> \a\HHi,Ja - Hg)f(f)Hool[x,.:ﬂ@] (C27)
acQ0)
) )X,
= a\ HHE,Z — P~ HOOI[X,-:f@] (C28)
ueQ;,]()E)
<6 Y lal x=pe- (C29)
]
a<e)
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For the equality, note that we can assume that X; = f(£) by the indicator function; since then both POVMs
have outcomes in Q(]()é) we can also restrict the summation (cf equation (B6)). The last step holds by
equation (B5) in assumption (III). Both cases are neatly summarized by

0 ) )
HOE,’g —0f le[x,-:ﬂs)] < e = (C30)

with eg) defined as in equation (C7). By the triangle inequality, this in turn implies that

A
ok

0 =0 A0 W, 0
‘ml[x;:ﬂs)] < HOgJ Hocl[x;:ﬂsn + HO,-,]g -0/ HOQI[X":f“” < (/\gj +6£) 1ix,=f(¢)) (C31)

with )\g) =|| Og) |l defined as in equation (C7). Thus, plugging equations (C30) and (C31) into (C24), we
obtain the desired bound equation (C19), completing the proof. |

As a consequence of this theorem, we obtain two corollaries that related the expected score E[S;|H;, pi]
to the witness value Tr[ Wp;]. These corollaries are used in theorems 2 and 3. We state and proof both
below.

Corollary 1.1. Let W be a Hermitian operator of the form of equation (A7) (not necessarily a witness in the
sense of equation (A1)). Suppose that the experiment is modeled by the model assumptions (I) to (1) in
appendix B. Let the score function be defined as in equation (A8). Then, in every round i,

[Tr[Wp;] — (c — E[Si|H;, pi])] <y (C32)
holds almost surely, where ¢ and ~y are defined in equations (A7) and (C5).

Proof. We first compute

E [Si[H5 pis X5 {110} = B [sCX, A |y, i X5 {110} (C33)
= Z]E {5(Xi>a)1[A,-:a]|Hi>pi)Xi’ {1:[5];}:| (C34)
= s(X;a)E {I[Ai:a]|Hi’pi’Xi’ {ﬁf];}} (C35)
= ZS(X,‘, a) Pr [A,— =a ‘Hi, Pi> Xi» {1:[1(],),}} (C36)
= 25(Xi) a)Tr[plal, (C37)

using Born’s rule (B7) in the last equation. This implies that

E [Si|H;, pi] = Z]E {S(Xba)Tr[Piﬁi,a] ‘pri] (C38)
= ZS(x, a)E {I[X;:x]Tr[piﬁz}a] \Hi,pi] (C39)
= Tr lpiZS(x, a)E [I[X,-:x]ﬁi,a |H;, Pi” (C40)
=c—Tr[Wipil, (C41)

where in equation (C40) we pull can pull p; out of the conditional expectation value since it is conditioned
on p; and in equation (C41) we use the definition of W; (given in equations (C2) and (C3)). From this, it
follows that

ITr[Wp;] — (c — E[Si|Hi, pi])| = |Tr[(W — Wipil| <[| W — Willoo <, (C42)

where the last inequality follows from the theorem, equation (C4). ]
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Corollary 1.2. Let W be an operator of the form of equation (A7) that is a witness for the set S (i.e., W satisfies
equation (A1)). Suppose that the experiment is modeled by the model assumptions (1) to (1II) in appendix B.
Furthermore, assume that the Hypothesis (H,) holds with respect to this S. Then, almost surely,

E[Si|H;] < ¢+ 7y forall roundsi = 1,. .., n, where c and +y are defined in equations (A7) and (C5).

Proof. From corollary 1.1, we directly obtain the one-sided inequality E[S;|H;, p;] < v + ¢ — Tr[p;W].
Now, hypothesis () and equation (A1) imply that Tr[p;W] > 0 holds almost surely, so that
E[Si|Hi, pil < v+ ¢—TrlpiW] < ¢+ . Thus, E[Si|H;] = E[E[Si|H), pil|[Hi] < Elc+~|Hi] =c+~. O

Appendix D. Theorem 2—bounding the p-value

The goal of this section is to prove theorem 2. In this theorem, we derive a bound on the p-value. The main
ingredient for the proof is a concentration inequality that bounds the tail probabilities of
(super)martingales. Here, we use a concentration inequality due to Bentkus [30, 31], which was used in
reference [32] for the analysis of Bell violation experiments. We state Bentkus’ inequality in the form of
theorem 1 in reference [32].

Lemma 1 (Bentkus’inequality [30, 31]). Let Ry, Ry, ..., R, be a supermartingale (with respect to an arbitrary
filtration) with Ry = 0 and differences bounded as —; < R; — Ri_1 < 1 — [3; almost surely for constants
Bi € [0,1]. Let B:= (81 + - - - + Bu)/n. Then, forall x € R,

Pr[R, > x —nfB] < eF;’)S(x), (D1)

where
Fy 5(x) = Fop(|x)) " BVE, 5(|x) + 1)* 1 (D2)

is the log-linear interpolation of the survival function of a binomial distribution with parameters n and (3,

F, (k) = Pr[X > k|X ~ Binom(#n, ()] (D3)
_ ~ (n Iry _ pyn—l
_§(l)ﬁ(l By, (D4)

In equation (D2), we define 00 := 1.

With this main ingredient in hand, we now state and prove a bound on the p-value p:= Pr[T, > ,|H,o],

where
n

T,:=

i=1

Si — Smin
D5
As (D5)
is the total normalized score after # rounds (see equations (A8) and (B8) for the definition of the score). We
recall that s,y and smax are defined in equation (A10) as the minimum and maximum value, respectively,
that can be attained by the score function.

Theorem 2 (restated). Let W be an operator of the form of equation (A7) that is a witness for the set S (i.e.,
which satisfies equation (A1)). Assume that the experiment is modeled by the model assumptions (I) to (III) in
appendix B and consider the null hypothesis (Ho) with respect to S. Then, for all t,, € R,

Pr(T, > t,|Ho] < eF, 5(t,), where3:= min (1, Hlﬂ) , (D6)
’ s
and where c, v, and F, ; are defined in equations (A7), (C5), and (D2), respectively. O

Proof. We first verify that 8 > 0, so that F; ; is well-defined and we can later apply lemma 1. Now,
hypothesis (H,) and equation (A1) imply that Tr[p;W] > 0. Therefore by the decomposition of W from
equation (A9), we find that

0 < Tr[Wp;] =c— prTr [piH;‘] s(x,a) < ¢ — Smin- (D7)

x,a

Since v > 0, it follows that indeed 3 > 0.
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Next, we verify that the bound in equation (D6) holds for 8 = 1. Indeed, Pr[T, > t,] > O only if t, < n,
since T, € [0, n]. But in this case, F, | (t,) = 1, so the bound reads Pr[T, > t] < e, which holds trivially.

Now assume that 8 € [0, 1), so that
c+ Y — Smin

= D8
= (D8)
The proof comes down to constructing a suitable supermartingale and applying lemma 1. For
i=0,1,...,n, define ‘
1
Si—c—v
Riz=>_ e (D9)
=1
By convention of the empty sum, this means Ry = 0. Note that R; is affinely related to Tj, the total
normalized score after round i.
We first show that Ry, Ry, ..., R, is a supermartingale with respect to Hy, ..., Hy, i.e.,
E[R]|H;,..., H] <R, Vi=1,...,n (D10)
Note that, for any i = 1, ..., n, we have the recursion formula
S —c—
Ri=Ri, + -7 (D11)
As

In view of equations (B8) and (D9), R;_; depends only on the measurement settings and outcomes of the
first i — 1 rounds. Thus, E[R;_|H, ..., H;] = R;_; by assumption (I)b. Moreover,
E[Si|H, ..., H;] = E[S;|H;] by assumption (I)a. Therefore,

E[Si|Hi] —c—~

E[R;|Hi,. .., H;] = R;_
[ ‘ 1 ] 1+ As

SRt (D12)

where the last inequality holds by corollary 1.2, which asserts that E[S;|H;] < ¢ + 7 almost surely. Thus,
Ro, Ry, . .., R, is a supermarginale as claimed.
Next we bound the differences. Since smin < Si < Smax, we find using equation (D11) that

_Si—C—W Smax — € — 7

———— <R —R= < D13
As ! As As ( )

Thus, it holds that —5 < R; — R;i_; < 1 — [ since (3 is given by equation (D8). Indeed,

Smin — € — 7Y Smax — € — 7
_gmin 7Y g Smx T T D14
B As B s (D14)
Thus we can apply lemma 1, which gives

Pr[R, > x—nfB] < erﬂ(x) Vx € R. (D15)

To complete the proof, we need to relate T, to R, and evaluate at the appropriate value of x. By comparing
equations (D5) and (D9), we find that

n

Sl — Smin — (C + Y- Smin)
R, = ; ~ =T, —np. (D16)

If we combine this with equation (D15), we arrive at
Pr[Tn > tn‘HO] = Pr[Rn + flﬂ > tn‘HO] = Pr[Rn >t — HB‘HO] < er,ﬁ(tn)~ (D17)

This completes the proof. U
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Appendix E. Theorem 3—confidence intervals for the witness estimate

In this appendix we will prove theorem 3 in the main text. This theorem establishes a (1 — 2cv) two-sided
and a (1 — «) one-sided confidence interval around an estimate w0, of the average witness value (W),
Recall (from equation (21)) that the witness estimate is computed from the score as

N 1<
Wyi=c— — S;. El
c n; (E1)

It is a point estimate of the average realized witness value (W), which is defined as (recall equation (2))

1 n

We start with a lemma that establishes the some properties of the function F? , from Bentkus’
>2
inequality, so that it has a well-defined inverse.
Lemma 2. Let F:,% (x) be defined as in equation (D2) for any n € N (with § = %). Then for any n € N the

function x — F? 1 (x) has the following properties:

(a) FO ! (x) is a strictly decreasing and continuous in x on the interval [5, n]; and
(b) FO 1([2)”]) D [271) 2]

Hence, for any y € (5, * 1, there is a unique x € (5, n] such that FZ (X)) =y
>2

210 2

Proof. Recall from equation (D2) that F: , interpolates the survival function F, 1 (k) = Pr[X > k] ofa
t) 4

binomial random variables X ~ Binom(n, %) at non-integer points by the log-linear function

Fo (0 = By (12 B0F, ) ([x] + D B, (E3)

1
>2

(a) Since F, 1 (k) is strictly decreasing in k and strictly positive for all k = 0, . . ., n, and since the
logarlthm is strictly monotonic and continuous, it is clear that F” | is strictly decreasing and
continuous in x for all x € 3, n].

(b) By the convention that 0° = 1 in the log-linear interpolation, it follows that F;) ! (n)=F, 1 (n) = zi,,
Now we show that FZ i (g) > % To do so, we use the symmetry of the binomial distribution with

parameter half. We observe that

"oy 1 & n 1 N
F”’%(k):;(i)?: (n_i>2nzz(i)znzl—Fn,%(n—k—Fl). (E4)
So, for even 1, we find that

o (M _ n n
2Fn,%(§)—2Fn,%(2)— nl( )+1-— n,%(2+1)>1 (E5)

since Fn)% G+1D> Fn,% (3)- And for odd 7 is odd, then we find [by property (a)]

n+1 n—+1

28 (5) 228 (") = By () 1 By -

1) =1 (E6)

Hence in either case F: ! () = % By property (a) and F: ! (n) = zi,, statement (b) follows. [l

With this lemma in hand, we can state and proof the theorem. The main ingredient in the proof is again
lemma 1 applied to a suitably chosen martingale.
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Theorem 3 (restated). Let W be a Hermitian operator of the form of equation (A7) (not necessarily a witness
in the sense of equation (A1)). Suppose that the experiment is modeled by the model assumptions (I) to (III) in
appendix B. Let W,, denote the average witness estimate as defined in equation (E1). Fix the significance level
a € [0,1]. Ifa < 55, definee = As, otherwise define € € 7,7 + As] as the unique solution to

. o E E—7
a—an,% (2(1+ As )) (E7)

Here ~y and E, 5 are defined in equations (C5) and (D2), respectively (with § = % here and e ~ 2.72).
Then,

(a) PI‘H<‘/\/>,1 - Wn‘ < AS] =1
(b) Pri(W), — W, <e]l > 1—aand Pr[(W), — W, > —¢] > 1 —q;
(c) Pr[|(W), — W,| <e] > 1-2c.

That is, if W, is the average witness estimate after n rounds, then Z(w,) := [w, — €, W, + €] isa (1 — 2«)
two-sided confidence interval and [J (W) := [w, — As, W, + €] is a (1 — «) one-sided confidence interval for
the average witness value (W), as defined in equation (E2). ]

Proof.

(a) We show that —As < (W), — W, < As holds almost surely by

(W), — W, = izlj (TrlpW] — ¢+ 5)) (ES)

= %Z Si— ZprTr ®Hg)’xpi s(x,a) (E9)
i=1 x a j=1

1 n m ‘
15 (s S5t (@ o) ~36 w0
=1 a j=1

X

N

since py, Tr { jmzlﬂg)’xp,} > 0 and sum to one. Similarly (W), — W, > —As, so that
Pr[[(W), — W,| < As] = 1.

(b) For a < 35, both statements in (b) follow immediately from (a), since then ¢ = As. So from now on,
assume that o € [ %, 1]. First we show that ¢ is well-defined. This follows from lemma 2, which states
that forally = ¢ € [57, 1] C 55, 3], there exists a unique x = 5(1 + 52) € [4, n] such that
F;)% (5(1+ 1)) = ¢. Hence for all a € [55, 1] there is a unique & € [v, 7 + As] such that
equation (E7) holds.

Now, we construct a suitable martingale sequence Z; so that we can apply lemma 1 to Z; and —Z;
(to get both statements). For i = 0, ..., n we define

IINOR

i

1 — E[S/|H,,
Z— _Z Si [Si|H, pi]

Ell
2 As (E11)
=1
This is a martingale sequence with respect to the sequence (Hi, p1), . . ., (Hy, pn), since
]E[Zi‘Hl)plw D) Hi)Pi] = L Ei E [Sl - ]E[Sl‘prl] |H1)P1>~ B Hi)Pi] (EIZ)
2A51_1
L <
= — E S/ |Hy, pis. .., Hy pi | — E[S|H}, E13
2A51§—1( [S1|Hys p1 pi] (Si|Hy, p1]) (E13)
1
= E |S; |Hi, p15. .., Hiy pi | — E[S;|H;, p; El14
Sx; (E[Si[Hiup pi| — E[Si|Hi pi]) (E14)
i1
1
— E |S;|Hy, p1s- .., Hiy pi | — E[S|H], E15
+2Asl§1( (St [H1, p1 pi) (Si|Hy, p1]) (E15)
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s
= oA (]E[Si\Hi, pil — E[Si|H;, Pi]) + E; (Sl — E[Si|H}, Pl]) (E16)

=042 . (E17)

In equation (E13) we used that E[E[S;|H;, pi]|Hy, p15 - - -» His pi]l = E[Si|Hp, pi] foralll =1,...,i.
Equation (E16) holds since E[S;|H1, p1, - - .» Hi, pil = E[Si|H;, pi] and E[S|Hy, p1, - .., Hi pil = Si
foralll=1,...,i — 1 by assumptions (I)a and (I)b. Moreover, Z; is bounded difference, where the
difference is bounded by

i — E[Si|H;, pi 1A 1
ISi — ElSi{Hi, pil]  1As _ 1 (E18)

1
Zi—Zi| ==
| ! 2 As 2As 2

$ince smin < Si < Smax forall i = 1,...,n. Hence lemma 1 applies with 3 = 1 (to both Z; and —Z)),
which yields
PriZ, > x— ] <eFy(x) and Pr[=Z, >x— 3] <eF,, (v). (E19)
n3 n3

Next, we invoke corollary 1.1 to relate (W), — W, to Z,. We find that

~ 2As 1o IR IR
Win =Wy ——2Z,| = || =) _TrlWpil | = c—=)> S| — | =) _Si—E[SiH;pi
" (5o - (39 - (G -
(E20)
1 n
==Y "Tr[Wp;] = (c — E[Si|H,, pi E21
ngr[ pil = (c ~ E[S] p])‘ (B21)
1 n
< =) ITrWpil = (e - EISi|H pil)| < v (E22)
=
almost surely. In equation (E22), we applied corollary 1.1 for each i = 1,. .., n. Hence by using
equations (E19) and (E22), we find that
~ 2A
Pr[(W), — W, > ] < Prly + =—2, > €] (E23)
n
= Pz, > ") (E24)
2As
o n €—7
<eF, [ Z(1 =, E2
e”’%<2(+ As )) @ (E25)

by evaluating equation (E19) at the appropriate value of x and using the implicit definition of ¢ in
equation (E7). Similarly,

~ 2A
Pr[W, — (W), > e] < Prly — =2, > €] (E26)

n
=Pr[-Z, > M] (E27)

2As
o n E—7
< — = Q.
< an)% (2(1 + As )) « (E28)
Equations (E25) and (E28) imply the one-sided intervals

Pr[(W), — W, <el>1—qa, and Pr[(W),—W,>—¢]>1-aq, (E29)

respectively, as claimed.
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(¢) Combining equations (E25) and (E28) with the union bound yields

Pr[[(W), — W,| > &] < Prl(W), — W, > €] + Pr[W, — (W), > £] < 20 (E30)

This implies that
Prl[(W), — W,| <e] > 1—2aq, (E31)
as claimed. O
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