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Abstract

We present a WLAN location determination technique,
the Joint Clustering technique, that uses (1) signal strength
probability distributions to address the noisy wireless chan-
nel, and (2) clustering of locations to reduce the compu-
tational cost of searching the radio map. The Joint Clus-
tering technique reduces computational cost by more than
an order of magnitude, compared to the current state of the
art techniques, allowing non-centralized implementation on
mobile clients. Results from 802.11-equipped iPAQ imple-
mentations show that the new technique gives user location
to within 7 feet with over 90% accuracy.

1. Introduction

As ubiquitous computing becomes more popular, the im-
portance of context-aware applications increases. This in
turn fuels the need to determine user location, with which
the system can provide location-specific information and
services [6].
Many systems over the years have tackled the prob-

lem of determining and tracking the user position. Ex-
amples include GPS [7], wide-area cellular-based sys-
tems [16], infrared-based systems [18, 3], ultrasonic-based
systems [12], various computer vision systems [9], physi-
cal contact systems [11], and radio frequency (RF) based
systems [4, 20, 14, 5, 13, 10, 8]. Of these, the class of
RF-based systems that use an underlying wireless data net-
work [4, 20, 14, 5, 13, 10], such as 802.11, to estimate user
location has gained attention recently, especially for indoor
application. Unlike infrared-based systems, which are lim-
ited in range, RF-based techniques provide more ubiquitous
coverage and do not require additional hardware for user
location determination, thereby enhancing the value of the
wireless data network.
RF-based systems usually work in two phases: offline

training phase and online location determination phase.

During the offline phase, the signal strength received from
the access points at selected locations in the area of inter-
est is tabulated, resulting in a so-called radio map. During
the location determination phase, the signal strength sam-
ples received from the access points are used to “search”
the radio map to estimate the user location.
RF-based systems need to deal with the noisy character-

istics of the wireless channel. Those characteristics cause
the samples measured in the online phase to deviate signif-
icantly from those stored in the radio map, thereby limit-
ing the accuracy of such systems. Moreover, in order to
preserve user privacy and to make the location system scal-
able, the location determination code should be run on the
mobile unit. Since mobile devices are energy-constrained,
it is important to reduce the computational requirement of
the location determination system.
In this paper, we present an accurate and scalable sys-

tem for determining the user location with low computa-
tional requirements in an 802.11 wireless LAN (WLAN)
framework. The system has two key features: (1) It uses
probability distributions to enhance accuracy and tackle the
noisy nature of the wireless channels. (2) It uses clustering
of map locations to reduce the computational requirements.
We call our technique the Joint Clustering (JC) technique.
We have evaluated the system in an indoor space span-

ning a 20,000 square foot. Results obtained show that the
Joint Clustering technique gives the user location with over
90% accuracy to within 7 feet with very low computational
requirements.
Radio map-based techniques can be categorized into

two broad categories: deterministic techniques [4, 14] and
distribution-based techniques [20, 5, 13, 10]. Our work lies
in the second category. However, none of the previous sys-
tems take into account the computational burden of the loca-
tion determination algorithm. Our work is unique in intro-
ducing clustering of radio map locations as an approach to
reduce the computational requirements of the location de-
termination techniques and increase the scalability of the
system.
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The rest of the paper is organized as follows. In Sec-
tion 2, we describe the noisy characteristics of the wireless
channel. Section 3 presents the details of radio map con-
struction and location estimation with the Joint Clustering
technique. In Section 4, we describe the evaluation of the
techniques in the indoor space and the obtained results. Fi-
nally, Section 5 concludes the paper and gives directions for
future work.

2. Wireless Channel Characteristics

In this section, we describe our sampling process and the
noisy characteristics of the wireless channel which makes
the problem ofWLAN location determination a challenging
problem.

2.1. Sampling Process

A key function required by all WLAN location determi-
nation systems is signal strength sampling. For the purpose
of this paper, we used a Lucent Orinoco silver NIC support-
ing up to 11 Mbit/s data rate.
We modified [1] the Lucent Wavelan driver for Linux so

that it returns the signal strength of beacon frames received
from all access points in the NIC range using active scan-
ning [17]; our driver was the first to support this feature
under Linux. We also developed a wireless API [1] that
interfaces with any device driver that supports the wireless
extensions [2]. The device driver and the wireless API have
been available for public download and have been used by
others in wireless research.

2.2. Noisy Characteristics

The IEEE 802.11b standard [17] uses radio frequencies
in the license-free band at 2.4 GHz. Although this license-
freedom helped in the wide spread usage of the 802.11b
based networks, it also has its problems. In the 2.4GHz
band, Bluetooth devices, 2.4 GHz cordless phones, mi-
crowave ovens and other devices can be a source of inter-
ference [15]. Moreover, 2.4GHz is the resonance frequency
of water and human bodies can absorb the RF signal.
Multi-path fading [15, 19] is another common phe-

nomenon in RF wave propagation. A transmitted signal
can reach the receiver though different paths, each having
its own amplitude and phase. These different components
combine and produce a distorted version of the transmitted
signal. Moreover, changes in the environmental conditions,
such as temperature or humidity, affect the received signal
strength.
Figure 1 gives a typical example of the normalized his-

togram of the signal strength received from an access point
at a fixed location. People moving in the environment, doors
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Figure 1. An example of a histogram of the
signal strength of an access point
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Figure 2. Relation between the average signal
strength of an access point and the percent-
age of samples received from it.

opening and closing, and other changes in the environment
can explain such temporal changes shown in the figure.
We also performed an experiment to test the behavior of

access points with different average signal strength at the
same location. During this experiment, we sampled the sig-
nal strength from each access point at the rate of one sample
per second. Figure 2 shows the relation between the aver-
age signal strength received from an access point and the
percentage of samples we receive from it during a period
of 5 minutes. The figure shows that the number of samples
collected from an access point is a monotonically increas-
ing function of the average signal strength of this access
point. Assuming a constant noise level, the higher the sig-
nal strength, the higher the signal to noise ratio and the more
probable it becomes that the 802.11b card will identify the
existence of a packet. The sharp drop at about -81 dBm can
be explained by noting that the receiver sensitivity for the
card we used was -82 dBm (at 11 Mbps).
To summarize, Figures 1 and 2 highlight characteristics

of the wireless channel:

• At a fixed location, the signal strength received from
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an access point varies with time.
• The number of access points covering a location varies
with time.

The next section presents the Joint Clustering technique
that addresses these noisy characteristics.

3. The Joint Clustering Technique

We define a cluster as a set of locations sharing a com-
mon set of access points. We call this common set of ac-
cess points the cluster key. The Joint Clustering technique
uses the joint probability distributions of the signal strength
of different access points to find the most probable user
location given the observed signal strength values. More-
over, it uses clustering to reduce the computational over-
head. Therefore, the operation of the Joint Clustering tech-
nique can be divided into two phases: (1) offline phase, in
which we perform the joint distribution estimation and lo-
cations clustering and (2) location determination phase, in
which we run the location determination technique to in-
fer the user location. Below, we describe the two phases in
more details.

3.1. Offline training phase

During the offline phase we perform two tasks: joint
probability distribution estimation and location clustering.

3.1.1. Estimating the Joint Signal Strength Distribution

At each location in the set of training locations, we store
a model for the joint probability distribution of the access
points at this location. Therefore, our radio map is stored as
a collection of models for the joint probability distributions.
The problem of estimating the joint distributions can further
be divided into three sub-problems:

1. How to choose a value, k, for the dimension of the joint
distribution?

2. Which k access points, from the set of access points
covering a certain location, to choose to be included in
the joint distribution?

3. How to estimate the joint distribution between the cho-
sen k access points?

Determining the best value for k. In determining the best
value for k we need to take into account 2 factors: (1) as k
increases, the process of estimating the joint probability dis-
tribution (sub-problem 3) becomes more complex and (2)
we need a value for k such that all locations are covered by
at least k access points most of the time. The second factor
is important because the number of access points at a given
location is varying with time (Figure 2). The second fac-
tor lessens the effect of variability in the number of access

points and hence should lead to better accuracy. Typical
values for the parameter k can be found in Section 4.

Choosing the k access points. If the number of ac-
cess points covering a location is varying with time, which
access points should we choose? Intuitively, we should
choose the access points that appear most of the time in
the samples. Figure 2 suggests that we should choose to use
the k access points with the largest signal strength values at
each location.
To summarize, for a given location l, we choose the k

strongest access points covering this location.
Estimating the joint probability distribution. The

joint probability distribution can be estimated in different
ways with different accuracy levels. The problem can be
stated as: given k access points AP1, ..., APk, we want to
estimate P (AP1 = s1, ..., APk = sk) where si is a sig-
nal strength value from APi. One good way to estimate the
joint distribution is to use the Maximum Likelihood Esti-
mation method which estimate the joint probabilities as:

P (AP1 = s1, ..., APk = sk) =
Count(s1, s2, ..., sk)
Size of Training Data

(1)
that is, the number of times that the signal strength val-

ues tuple (s1, s2, ..., sk) appeared in the entire training set
divided by the size of the training set.
The problem of this approach is that it requires a large

training set to obtain good estimate of the joint distribution
and the required size increases exponentially with k. There-
fore, this approach can only be used with small values of k,
which may affect the technique accuracy.
Because our goal was to use a method that gives a good

accuracy and, at the same time, requires reasonable amount
of training data and computational power, we choose to as-
sume that the access points are independent. This assump-
tion is justifiable for a well designed 802.11 network, where
each access point runs on a non-overlapping channel. More-
over, independence is a common Bayesian assumption as
discussed in Section 3.2. Therefore, the problem of esti-
mating the joint probability distribution then becomes the
problem of estimating the marginal probability distributions
as:

P (AP1 = s1, ..., APk = sk) = P (AP1 = s1)...P (APk = sk)
(2)

For a given location, P (APi = si) can be estimated us-
ing the normalized histogram of the access point APi at
this location. Figure 1 gives a typical example of the sig-
nal strength normalized histogram from an access point.

3.1.2. Locations Clustering

To reduce the computation overhead, we group the loca-
tions into clusters according to the access points that cover
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the locations. The problem can be stated as follows: Given
a location l, we want to determine the cluster to which l
belongs.
The most obvious way to do clustering is to group lo-

cations according to the access points that cover them. i.e.
two locations l1 and l2 are placed in the same cluster iff the
set of access points covering these locations are identical.
However, this approach for clustering has problems when
applied in a real environment. As shown from Figure 2, an
access point may be missing from some of the samples and,
therefore, using the entire set of access points that cover a
location for clustering may fail to find the correct cluster
due to the missing access point.
Instead of using the set of access points that cover a loca-

tion, we use a subset of this set containing only q elements
and the problem becomes: Given a number q, we want to
put all the locations that share q access points in one cluster.
Therefore, we have 2 sub-problems:

1. How to determine the value of q?
2. Which q access points to choose for clustering?

For the first sub-problem, we need to choose q such that
all locations are covered by at least q access points most of
the time. This factor is important due to similar reasons as
in the discussion of the choice of a value for the parameter
k. This suggests that the value of q should be less than
or equal to the minimum number of access points covering
any location in the radio map. Moreover, we need a value
for q that distributes locations evenly between the clusters
to reduce the required computations. Typical values for q
are given in Section 4.
For sub-problem 2, we chose to use the q access points

with the largest signal strength values at each location, again
for similar reasons as in the previous section.
During the data analysis we found that, at some loca-

tions, the order of the access points with the largest sig-
nal strength values changes when the signal strength values
from these access points are near to each other. Therefore,
we choose to treat the q access points as a set and not as an
ordered tuple.
To summarize, for a given location l, we use the set of the

q strongest access points covering this location to determine
the cluster to which it belongs. Therefore, the cluster key is
the set of the q access points used to group the locations in
this cluster.
We want to emphasize here that the values of the param-

eters k (dimension of the joint distribution) and q (number
of access points to use in clustering) are independent.

3.2. Online location determination phase

The general idea of what happens during the location
determination phase is as follows: we get samples from

some access points at an unknown location. We use the
q strongest access points to determine one cluster to search
within for the most probable location. We, then, use Baye’s
theorem to estimate the probability of each location within
the cluster given the observed samples and the radio map
built during the offline phase. The most probable location
is reported as the estimated user location. The above algo-
rithm works assuming ideal wireless channel. However, for
a practical environment, we need to tackle two problems:

1. The number of access points in a test sample at a lo-
cation may be less than q, the number of access points
used in clustering.

2. The number of access points in a test sample at a lo-
cation may be less than k, the dimension of the joint
distribution.

To solve the first problem, we search for all clusters whose
key has {AP1, AP2} as a subset. We use the union of all
the locations in these clusters as our target locations set.
The set of target locations reduces to the locations within
one cluster if the number of access points in a test sample is
greater than or equal to q.
For the second similar problem, we use the same ap-

proach to solve it by reducing the dimension of the joint
distribution to min(k, number of access points in the test
sample).
The only thing that remains to be explained is how to

use Baye’s theorem to calculate the most probable location
out of the target locations set given the observation vector
S̄ = (s1, ..., sk). We want to find l such that P (l/S̄) is
maximized. i.e. we want

argmaxl[P (l/S̄)] (3)

Using Baye’s theorem, this can be rewritten as:

argmaxl[P (l/S̄)] = argmaxl[
P (S̄/l).P (l)

P (S̄)
] (4)

since P (S̄) is constant for all l, we can rewrite equation 4
as:

argmaxl[P (l/S̄)] = argmaxl[P (S̄/l).P (l)] (5)

P (l) can be determined from the user profile based on
the fact that if the user is at a given location, it is more prob-
able that he will be at an adjacent location in the future. If
the user profile information is not known, or not used, then
we can assume that all the locations are equally likely and
the term P (l) can be factored out from the maximization
process. Equation 6 becomes:

argmaxl[P (l/S̄)] = argmaxl[P (S̄/l)] (6)

As explained in Section 3.1, the remaining term is calcu-
lated by using:

P (S̄/l) =
k∏

i=1

P (si/l) (7)
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P (si/l) is estimated from the signal strength distribu-
tions stored in the radio map
Instead of using one signal strength sample from each

access point to estimate the user location, one can use a se-
quence of n samples at the same time. Assuming indepen-
dence of samples, then for a given location, the probability
of a sample sequence is obtained by multiplying the proba-
bility of each sample.
Using an observation sequence, rather than one sample,

has the following advantages:

• Since we have more information from the more sam-
ples, the accuracy should be enhanced. Details in Sec-
tion 4.

• This also helps in clustering: As the sequence length
increases, the probability that an access point will be
missing decreases. If the probability that we get a sam-
ple from an access point is p, then the probability that
we get at least one sample in a sequence of n samples
is 1 − (1 − p)n, . For example, if p = 0.8 and n = 2
the probability of getting a sample increases from 0.8
to 0.96.

The next section presents a discussion of the Joint Clus-
tering technique.

3.3. Discussion

The memory requirements of the algorithm are limited.
If the average number of access points per location is 4 and
average range of each access point is 11 distinct values, then
for each location we need to store 11*4 parameters, corre-
sponding to the histograms of each access point, which is
a small number. We could, instead, approximate the his-
togram by a continuous distribution, e.g. a lognormal dis-
tribution, and save only the mean and variance of the dis-
tribution for each access point. However, this approxima-
tion affects the accuracy of the system and the saving of the
memory requirement does not justify it.
The clustering techniques used by the Joint Clustering

technique reduces the search space and thus lead to a reduc-
tion of the computational cost. Moreover, using clustering
helps in scaling the system to a larger coverage area.

4. Experimental Evaluation

In this section, we discuss the experimental testbed and
evaluate the performance of the Joint Clustering technique
comparing it to previous work in the area ofWLAN location
determination. All systems were implemented in the same
environment for fair comparison.

Figure 3. Plan of the south wing of the 4th
floor of the Computer Science Department
building.

4.1. Experimental Testbed

We performed our experiment in the south wing of the
fourth floor of the Computer Science Department building.
The layout of the floor is shown in Figure 3. The wing has
a dimension of 224 feet by 85.1 feet. The Joint Clustering
technique was tested in the Computer Science Department
wireless network.

For building the radio map, we took the radio map lo-
cations on the corridors on a grid with cells placed 5 feet
apart (the corridor’s width is 5 feet). We have a total of 110
locations along the corridors. On the average, each location
is covered by 4 access points.

Using the device driver and the API we developed, we
collected 300 samples at each location, one sample per sec-
ond, and we used it to estimate the distribution of each ac-
cess point at each location (radio map) using the method
previously described. The effect of the size of the training
data on performance is discussed in Section 4.4. To test the
performance of the system, we used an independent test set
that was collected on different days, time of day, and by
different persons than the training set.

4.2. Performance Measures

• Accuracy: This measure is defined as the percentage
of time in which the technique gives the correct loca-
tion estimate within a certain distance.

• Number of operations per location estimate: This
measure is defined as the total number of operations
(multiplications) performed for a single location es-
timate. This is important in minimizing computation
time, but more so in minimizing the power consump-
tion.
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4.3. Effect of the Parameters on Performance

The Joint Clustering technique has two control parame-
ters. In this section, we study the effect of these parame-
ters, specifically k (dimension of the joint distribution) and
q (number of access points to use in clustering) on its per-
formance.
We start by showing the effect of changing q on the clus-

tering process. For this experiment, we changed the value
of q from 1 to 4 and calculated the number of clusters, the
average size of each cluster, and the standard deviation of
the cluster size. This is shown in Figure 4. From the figure
we can see that as q increases, the number of clusters in-
creases and the average size of each clusters decreases until
we reach a saturation point at q = 2. For the standard devi-
ation, the variation of the size of the clusters decreases until
we reach a minimum value, at q = 3, and it increases again.
A small value for the standard deviation means that the sizes
of the clusters are more uniform, which is a desirable prop-
erty. The minimum value at q = 3 can be explained by
noting that as q increases from 1 to 3, more locations are
differentiated into different clusters due to the addition of
new access points. When q is increased past 3, i.e. q = 4,
different locations start to share the same 4 access points,
especially for locations close to each other (recall that the
average number of access points per location was 4 in our
experiment), and thus the number of locations per cluster
starts to deviate from being uniform across clusters leading
to increased standard deviation.
Figures 5 and 6 show the effect of parameters q and k

together on performance. From the figures we see that as
dimension k increases, the accuracy increases as we have
more information due to the addition of access points and,
due to the same reason, the number of operations required
per location estimate increases. As the number of access
points used in clustering (q) increases, the number of ele-
ments per cluster decreases leading to increased accuracy
and less number of operations per location estimate.
For the rest of the paper, we chose to take the values of

the parameters as q = 3 and k = 4 as these values lead to
the best performance for the Joint Clustering algorithm for
our experiment.

4.4. Results

In this section, we show the performance evaluation of
the Joint Clustering technique. We also compare its perfor-
mance to that of the Radar system [4], implemented in the
same testbed, as a reference point.
Figure 7 shows the CDF of the error distance for both

techniques. The Joint Clustering technique gives more than
90% accuracy to within 7 feet, compared to a 38% accuracy
for the same distance range in the Radar system.
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Figure 4. Effect of q on the clustering process.
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Figure 5. Effect of the parameters q and k on
accuracy (within 14 feet).
A comparison between both techniques in terms of the

average number of operations per sample is shown in Fig-
ure 8. The figure shows that using clustering reduces the
average number of operations per location estimate by more
than an order of magnitude.

4.5. Impact of the test sequence length

This section studies the effect of increasing the length
of the observation sequence, used in location determina-
tion phase, on the performance of the algorithm. Figures 9
and 10 show the results. As the length of the observation se-
quence increases, the accuracy of both techniques increases
till it reaches a saturation point at 3 samples. This is ex-
pected as the more samples we have the more information
we have about the signal strength distribution and hence bet-
ter the accuracy. The number of operations per location es-
timate increases linearly with the increase of the length of
the observation sequence for the Joint Clustering technique.
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4.6. Impact of training time

Figure 11 shows the effect of changing the training time
on accuracy to within 14 feet. The figure shows that the
Joint Clustering technique maintains its high accuracy with
a small training data set (corresponding to fraction of a
minute of sampling per location).

5. Conclusions and Future Work

In this paper, we presented the design, implementation,
and evaluation of a novel probabilistic indoor location de-
termination technique: the Joint Clustering technique. The
technique depends on (1) probability distributions to han-
dle the noisy characteristics of the wireless channel, and (2)
clustering to manage the computational cost.
We introduced clustering of radio map locations as an

approach to reduce the complexity of the location determi-
nation algorithms and showed that clustering of radio map
locations is a challenging problem with the noisy charac-
teristic of the wireless channel. The clustering technique

Figure 8. Computational requirements for
both techniques.
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Figure 9. Impact of the length of the test se-
quence on accuracy (within 14 feet).

reduces the computational power by more than an order of
magnitude. Such energy saving allows the system to be im-
plemented on energy-constrained mobile devices and thus
increases the scalability of the system in terms of the num-
ber of supported users. We also showed that locations clus-
tering increases the accuracy of the location determination
system and help scales the system to larger coverage area.
The proposed clustering technique can be applied to all cur-
rent WLAN location determination systems to reduce their
computational cost and enhance their accuracy. Implemen-
tation results show that the Joint Clustering technique leads
to an accuracy of more than 90% to within 7 feet.

The technique presented in this paper can be applied
in both indoor and outdoor environments. Moreover, it is
general enough to be applied to other technologies such as
Bluetooth.

Currently we are working further to enhance accuracy
and reduce computational cost. By using the user history
profile and better clustering techniques, the accuracy of the
location determination techniques can be enhanced. Inter-
polating between a number of the most probable locations
is another direction that we are looking into to improve the
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accuracy. We believe that understanding the nature of the
radio channel and building accurate models for it are im-
portant for building more accurate location determination
systems for the indoor environments and for reducing the
overhead of building the radio map.
Our results gave us confidence that, despite the hostile

nature of the wireless channel, we can infer the user location
with a high degree of accuracy and low computational cost,
hence enabling a set of context- aware applications for the
indoor environments.
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