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 The terms working memory and intelligence are generally used to refer to two very 

different psychological constructs yet measures of working memory capacity are strongly 

related to scores on most intelligence tests.  Behavioral scientists don’t normally get very 

excited about correlations because they are reminded more often than most that 

correlation does not imply causation.  However, when it comes to the correlation between 

working memory capacity and intelligence, there is quite a bit of excitement.  The reason 

is simple: If two psychological constructs are strongly correlated then in most applied 

settings either construct can be used to predict future behavior.  Assessment of one 

construct is sufficient; assessment of both constructs is redundant.  For example, either 

working memory capacity or intelligence can be used to predict academic achievement in 

children (Alloway & Alloway, 2010).  With respect to the behavioral sciences, this is 

more than a convenience.  It presents the opportunity for a revolution in the assessment of 

cognitive ability.  A century has passed since the first intelligence tests were developed 

yet to this day no one can agree on what intelligence really means.  In the 20th century the 

Intelligence Quotient (IQ) emerged as the default marker of one’s intellectual ability, yet 

the design of IQ tests was at first subjective and later motivated by data, not theory.  In 

contrast, working memory is a well defined construct and tasks designed to measure 

working memory capacity are motivated by psychological and biological theories, 

developed to account for what is known about the mind and brain, and more importantly, 

amenable to change as more knowledge is accumulated.  

The goal of the current chapter is to review empirical evidence demonstrating a 

strong correlation between working memory capacity and intelligence.  The chapter will 

also provide the reader with an introduction to psychometrics, which is a scientific 

approach to the measurement of psychological constructs that has largely dominated 

research on cognitive abilities for over 100 years, and informs current thinking on the 

relationship between working memory capacity, intelligence, and their many correlates. 

 The chapter begins with a brief and selective historical review of research on 

intelligence, includes descriptions of popular measures of intelligence, and introduces the 

notion of IQ.  This is followed by, in similar fashion, a review of research on working 

memory and a discussion of measures of working memory capacity.  These introductory 

sections set the stage for a review of empirical evidence illustrating strong correlations 
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between working memory capacity and intelligence.  Finally, to put this work into 

perspective, the chapter concludes with a critical analysis of the psychometric approach 

to the investigation of cognitive ability.  

Intelligence  

 Intelligence is a construct used by scientists and laypeople alike to describe and 

predict individual differences in cognitive abilities.  An individual is typically described 

as “highly intelligent” if he or she consistently performs well above average on various 

cognitive tasks, or tests,1 for example, by achieving high marks in school or by scoring 

well on standardized tests or entrance exams.  As mentioned, no one consensus definition 

of intelligence exists, so it’s hard to find one that will satisfy every reader.  In his recent 

compendium, IQ and Human Intelligence, Nick Mackintosh (1998) successfully 

sidestepped this problem, so we will follow suit, and cite the Oxford English Dictionary, 

which defines an “intelligent” person as, “Having a high degree or full measure of 

understanding; quick to understand; knowing, sensible, sagacious.” 

It’s fair to say that most contemporary scholars would accept this definition of 

“intelligent”, albeit to varying degrees.  Indeed, it bears some resemblance to a definition 

of intelligence provided in a 1994 editorial statement to The Wall Street Journal, signed 

by 52 academic researchers: “A very general mental capability that, among other things, 

involves the ability to reason, plan, solve problems, think abstractly, comprehend 

complex ideas, learn quickly and learn from experience.  It is not merely book learning, a 

narrow academic skill, or test-taking smarts.  Rather, it reflects a broader and deeper 

capability for comprehending our surroundings—"catching on," "making sense" of things, 

or "figuring out" what to do.” 

Where did this general notion of intelligence come from?  Historical analyses of 

both literature and linguistics suggest that the basic idea that some people are “smarter” 

than others has been around for quite some time, dating back at least to early Greek 

philosophers (Sternberg, 1990).  More contemporary definitions of intelligence stem from 

systematic research conducted in Psychology and Education in the late 19th and early 20th 

century.  Two men in particular, Charles Spearman and Alfred Binet, had significant 

impact on theories of intelligence and IQ testing respectively.  We start here with 

Spearman and then discus Binet in the following section on intelligence tests.  
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British psychologist Charles Spearman (1904) was the first to demonstrate an 

empirical phenomenon known as the “positive manifold”, which refers to the commonly 

observed pattern of positive correlations among a wide variety of measures of cognitive 

performance.  For example, high school grades, standardized test scores, and scores on 

working memory tasks all tend to be positively correlated, yet they are all very different 

assessment tools (for instance, some are computerized and some are “paper and pencil”, 

some use verbal material and some use spatial material, etc.).  Spearman demonstrated 

the positive manifold by calculating correlations among children’s grades in six different 

disciplines: Classics, French, English, Math, Pitch, and Music.  Correlations are typically 

presented in a matrix, so in Spearman’s case it was a 6x6 matrix.  Spearman observed 

that all the correlations in the matrix were positive and strong.  He then conducted a 

statistical procedure called factor analysis and found that one single factor accounted for 

the majority of variance in all the measures.  In other words, the six different measures 

could be reduced to one, and the variance among children could still, largely, be 

explained.  This general factor is now known as Spearman’s g. 

 Of course, debate still rages as to what g really means, if anything.  Broadly 

speaking, three main camps exist: (1) it reflects a general cognitive ability; (2) it reflects 

the correlation among several different but related abilities; and (3) it is merely a 

statistical artifact.  We will have more to say about these opposing views later in the 

section on psychometrics.  Here, we will consider just a few of the most influential 

theories that have been proposed since Spearman’s initial findings. 

   Spearman belonged to the first camp and argued that g corresponds to a single 

mental ability.  He used energy and resources as metaphors to argue that some people 

simply have greater mental energy or more cognitive resources and will therefore 

perform above average on any cognitive task, regardless of domain.  This theory has 

intuitive appeal and was supported by his factor analysis on children’s grades in different 

classes.  For instance, in school settings Mathematics and English are very different 

subjects, with a different curriculum and different instruction and testing formats, yet 

among the children that Spearman observed, those who did well in Mathematics also 

tended to do well in English.  Similar patterns of correlations are still being observed and 

have serious implications in modern society.  In the United States, for example, most 
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young adults planning to attend college take the SAT test (formally known as Scholastic 

Aptitude Test), which is used by universities to make admissions decisions.  In short, if 

one does well on the SAT then chances of being admitted to a prestigious university 

increase.  Two subtests of the SAT are the Quantitative SAT (QSAT), which measures 

mathematical knowledge and reasoning, and the Verbal SAT (VSAT), which measures 

language-based knowledge and reasoning.  The subtests, at face value, look very different 

from one another, and they are obviously designed to test different aptitudes.  The 

implicit assumption is that the QSAT will have greater predictive validity with respect to 

the sciences, whereas the VSAT will have greater predictive validity with respect to the 

humanities.  There is some support for this differential validity.  However, the correlation 

between the QSAT and VSAT is strong, typically around r = .70 (e.g., Frey & Detterman, 

2004).  This strong positive correlation is consistent with Spearman’s notion that there 

must be a general ability that accounts for consistent variation among such different tests.  

Moreover, the theory of a general ability is anecdotally supported by real-life experiences, 

which are admittedly subjective, yet seem consistent enough to support the notion that 

some people are simply smarter than others, in a very general sense. 

Other researchers were quick to critique Spearman’s theory of g.  One early 

influential approach was the bi-factor theory of g, which is really just an extension of 

Spearman’s theory (Holzinger & Swineford, 1937).  According to bi-factor theory, g 

refers to a general mental ability that accounts for the majority of variation in test 

performance, but the total variance in any one test must be accounted for by two factors, 

one general, and the other specific to the particular test.  In contemporary terms, the two 

factors in the original bi-factor model map onto domain-general sources of variance and 

test-specific sources of variance.  In other words, individual differences in cognitive 

ability can be explained by cognitive and neural mechanisms that are general and exert 

their influence on all tests, yet some variance in individual tests is accounted for by 

mechanisms specific to the particular test.  Formally incorporating a second factor to 

account for test-specific variance allowed the bi-factor model to account for patterns of 

correlations better than the one-factor general ability model (Holzinger & Swineford, 

1937).  
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The second camp of theories argues that g reflects the correlation of several, 

separable primary mental abilities (e.g., Thurstone, 1938).  In his primary mental abilities 

model, Louis Leon Thurstone argued that domain specific abilities were more integral to 

individual differences than a general factor.  He identified several primary abilities, such 

as verbal comprehension, inductive reasoning, perceptual speed, numerical ability, verbal 

fluency, associative memory, and spatial visualization.  The primary mental abilities 

model is supported by the fact that tasks designed to test the same mental ability tend to 

be correlated more strongly with each other than with tasks designed to measure a 

different ability, even though the positive manifold is still observed.  Thus, a general 

factor still plays a role but Thurstone placed greater emphasis on more specific, primary 

abilities. (For an even more elaborate primary ability model, see the work of Guilford, 

1988). 

Thurstone and Guilford, and many others, proposed several different mental 

abilities that are defined by the content of test materials.  For example, verbal ability is 

operationally defined by tests that primarily consist of verbal material.  Another way to 

categorize tests of intelligence is to consider the extent to which a particular test requires 

previously learned information, or acquired knowledge, versus novel problem-solving 

techniques.  For example, Cattel and Horn (1978) distinguished crystallized intelligence 

from fluid intelligence.  Crystallized intelligence refers to the ability to access and use 

knowledge, experience, and skills stored in long-term memory and is measured by tests 

that are designed to assess a person’s depth and breadth of knowledge of particular topics, 

such as general knowledge, vocabulary, and mathematics.  In contrast, fluid intelligence 

refers to inductive and deductive reasoning in situations that don’t allow for the use of 

prior experience but instead challenge the individual to adapt and develop novel ideas 

and strategies to succeed.  The distinction between crystallized and fluid intelligence is 

supported by psychometric studies as well as neuropsychological and developmental 

investigations of cognitive ability.  For example, certain types of brain damage or disease 

cause a deficit in fluid intelligence but not crystallized intelligence, and fluid intelligence 

declines in later years of life while crystallized intelligence accumulates over the lifetime 

(Cattell, 1987). 
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Thurstone, Guilford, Horn, Cattell, and many others all struggled with the 

problem of determining how many primary abilities exist, and how they should be 

categorized.  The best one could do is to conduct an exhaustive analysis of all the 

correlational studies ever reported on cognitive ability and attempt to organize specific 

tasks by primary abilities in a manner that is consistent with all the empirical evidence.  

John Carroll (1993) accomplished this remarkable feat.  His book, Human cognitive 

abilities: A survey of factor-analytic studies, is staggering in its scope.  Based on 461 

independent data sets on individual differences in cognitive abilities, Carroll proposed a 

three-stratum theory of cognitive ability.  The three strata are “narrow”, “broad”, and 

“general”.  Narrow abilities are specific to particular tasks, broad abilities reveal their 

influence in broader classes of tasks, and the general factor permeates all cognitive tasks. 

In contrast to Carroll and other psychometricians who preceded him, the third 

camp of theorists argue that g is merely a statistical artifact and has no direct cognitive or 

biological basis.  Theorists in this camp are quick to point to a fundamental error in the 

interpretation of factors in the statistical procedure called factor analysis.  Most 

behavioral scientists interpret factors from a factor analysis as reflecting a unitary 

construct that can be linked to specific cognitive and neural mechanisms.  However, early 

critics of Spearman’s work demonstrated that a general factor could emerge from a factor 

analysis even when there is no single underlying source of variance permeating all tasks 

(see Thomson, 1916).  In short, if a battery of tasks all tap a common set of cognitive 

processes, in an overlapping manner, such that each task shares at least one process with 

another, then a general factor can emerge despite the fact that no one cognitive process is 

required by all tasks.  Thomson’s theory, and others that followed, have become known 

as “sampling theories” of g because the battery of tasks that reveal g all “sample” from a 

large number of cognitive processes.  According to proponents of this view, the notion of 

general cognitive ability is not necessary to account for g.   

Historically, sampling theories of g have garnered much less attention than 

general ability theories.  However, Thomson’s simple framework, first illustrated in 1916, 

has recently been resurrected and interest in sampling theories of g is on the rise 

(Bartholomew, Deary, & Lawn, 2009; Conway et al., 2011; Kovacs, 2010; van der Maas 

et al., 2006).  We will return to a discussion of sampling theories later in the chapter but 
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we will conclude here with a few important points: (1) Sampling theories are not the 

same as the idea of multiple intelligences (cf., Gardner, 1983); (2) Sampling theories do 

not deny the importance of g (cf., Gould, 1981); (3) The stumbling block for sampling 

theories of g is how to identify the underlying cognitive and neural processes, or 

mechanisms, that are being sampled by a battery of tests. 

Intelligence tests 

 Spearman can be credited with launching the debate about theories of intelligence 

but his primary work on the topic was pre-dated by the work of French psychologist 

Alfred Binet.  Binet was charged with developing a test that determined which children 

would most benefit from special schools devoted to teaching those who could not keep 

pace with a normal curriculum.  Having two daughters, Binet had been observing tasks 

the elder daughter could perform that the younger still could not.  This lead him to the 

idea of “mental age”, which refers to an individual child’s cognitive ability relative to his 

or her peers of the same age, as well as to younger and older children.  Binet tested 

children in various age groups on various tasks to develop “benchmarks” of performance 

for each age group, which allowed him to determine whether an individual child was 

advanced, average, or behind relative to his or her peers of the same chronological age.  

For example, if a four-year-old child could complete most of the tasks that an average 

six-year-old child could perform, then s/he was considered advanced, and would be 

described as having a mental age of six.  If an eight-year-old child could not complete the 

majority of tasks completed by other children of the same age but could only complete 

tasks that an average six-year-old could, then s/he was classified as behind, and so too 

would be described as having a mental age of six.  

 The Binet-Simon Scale (commonly referred to as the Binet Scale) was first 

published in 1911 (Binet & Simon, 1911) and included tasks such as defining words, 

pointing to parts of the body, naming objects in a picture, repeating digits, completing 

sentences, describing differences between similar items, saying as many words that 

rhymed with another word as one could in a minute, telling time and figuring out the time 

if the hands of a clock were reversed, and cutting a shape in a folded piece of paper and 

determining what the shape would be once unfolded.  Binet was the first researcher to 
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systematically study average cognitive abilities by age and his scales are the basis of 

modern IQ tests. 

 Lewis Terman, a psychologist at Stanford University, translated the French test 

into English and administered it to groups of children in the United States.  After 

confirming a high correlation with teachers’ rating of students’ cognitive abilities, 

Terman began adapting the tests for broader use in American schools.  Terman tested a 

larger group of children, approximately 1,000 children between the ages of four and 

fourteen in communities with average socio-economic statuses, and found that many of 

the benchmarks established by Binet had to be shifted.  For example, if a test item was 

too hard for children of a particular age group then it was shifted down and used as a 

benchmark for a younger age group.  This is a clever approach to testing but as noted at 

the outset of the chapter, it is completely data-driven, and not motivated by any 

theoretical account of cognitive development.  Terman also standardized the number of 

test items per age, and removed items that did not test satisfactorily.  In 1916, Terman 

published the Stanford Revision of the Binet–Simon Scale (Terman, 1916), which 

became known as the Stanford-Binet.  The scoring procedure differed from the original 

Binet-Simon Scale and followed an idea first proposed by Stern (1912), that IQ should be 

quantified as mental age divided by chronological age multiplied by 100.  For example, 

in our example above, a 4-year old with a mental age of 6 would have an IQ of 150 (i.e., 

6/4*100 = 150), which is extremely high, and an 8-year old with a mental age of 6 would 

have an IQ of 75 (i.e., 6/8*100 = 75), and would be classified as having a borderline 

deficiency.  The Stanford-Binet Scales are still used to calculate the IQs of children and 

adults.  The scales, currently in their 5th edition, produce scores that approximate a 

normal distribution in which 100 is the mean, and the standard deviation is 16 (most IQ 

tests use a mean of 100 with standard deviations of 15 or 16). 

 These standardized scales allowed for the formal assessment of children’s 

intellectual abilities, and were used to provide appropriate education and other services.  

IQ tests became used for both placement into special education programs for those who 

scored below average and for placement into gifted education programs for those who 

scored above average.  Soon, classification of adults’ intellectual abilities for predicting 
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future performance was also sought.  The United States Army conducted the first large-

scale effort to this end. 

 At the start of U.S. involvement in World War I, the year after the Stanford-Binet 

was published, the U.S. Army needed to quickly screen a large number of men for 

military service, place recruits into military jobs, and select those to be assigned to 

leadership training.  Testing one individual at a time, as was done with the Stanford-Binet, 

was considered too time-consuming.  The U.S. Army wanted a multiple-choice test that 

could be administered to large groups of test-takers.  Lewis Terman, the developer of the 

Stanford-Binet, with Henry Goddard, Carl C. Brigham and led by Robert Yerkes, 

developed two tests to aid the U.S. Army in quickly assessing a large number of potential 

soldiers.  The Army Alpha battery included tasks such as sentence unscrambling, 

mathematical word problems, and pattern completion.  The Army Beta battery was 

created for illiterate men and for those who failed the Army Alpha.  The Army Beta did 

not rely on reading ability, but used pictures and other visual stimuli.  Tasks included 

filling in missing components of pictures (e.g., a face without a mouth, a rabbit missing 

an ear), visual search, and recoding.   

 One particular army recruit, David Wechsler, had a Master’s degree in 

Psychology and volunteered to score the Army Alpha as he was waiting for induction.  

Based on his education and experience with the Army Alpha, the Army later tasked 

Wechsler with administering the Stanford-Binet to recruits who had performed poorly on 

the Army Beta.  Wechsler felt that the Stanford-Binet emphasized verbal abilities too 

much and in 1939 developed the Weschler-Bellevue test (Wechsler, 1939), which in 1955 

became the Wechsler Adult Intelligence Scale (WAIS; Wechsler, 1955).  As an 

individually-administered IQ test for adults, the scoring problem of the original Binet 

scale was apparent: adults’ mental ages do not increase substantially like children’s.  In 

other words, an average 34-year-old and an average 36-year-old are more alike than an 

average 4 year-old and an average 6-year-old in cognitive abilities, so therefore the 

mental age divided by chronological age times 100 formula was not appropriate.  

Wechsler instead compared scores with the average score of someone of the same age.  

Wechsler also developed the Wechsler Intelligence Scale for Children (WISC; Wechsler, 

1949).  The WAIS and the WISC yield a verbal IQ score (which highly correlates with 
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the Stanford-Binet [for a review see Arnold & Wagner, 1955]), a performance IQ score, 

and an overall IQ score (the average of the verbal and performance IQ scores).  The 

current versions of the WAIS and WISC yield an aggregate IQ score from four factor 

indices: verbal comprehension, perceptual reasoning, processing speed, and working 

memory. 

 Following World War I, the Army Alpha was released as an unclassified 

document and immediately became popular within businesses and educational 

institutions.  Brigham, who helped develop the Army Alpha and Beta, administered his 

own version of the Army Alpha test to Princeton University freshmen and students at a 

technical college in New York City.  Soon after, the College Board asked Brigham to 

lead a group in developing a standardized admissions test to be used around the country.  

The first SAT, then named the Scholastic Aptitude Test, was administered to high school 

students in 1926.  The 1926 SAT included vocabulary, arithmetic, number series, 

classification, artificial language learning, analogies, logical inference and reading 

comprehension.  The SAT has been revised many times since 1926 and is currently the 

most widely used college entrance exam.  It is important to note, however, that the 

revisions are largely data-driven, in the same manner that Terman revised the Stanford-

Binet tests.  

 John C. Raven, a British psychologist, strove to develop a measure of intelligence 

that was based on a theoretical framework as opposed to data-driven.  To this end, he 

created a test to capture the eductive ability (the ability to find meaning) component of 

Spearman’s g.  Raven also believed that many of the available IQ tests were too difficult 

to interpret so created a test that was simple to administer and score.  The takers of his 

test are presented with matrices in which a piece of the pattern is removed and multiple 

options for the missing piece are presented, with only one correct option among them.  

The matrices are progressively more difficult to solve, so are typically scored simply as 

the number of correct responses.  The test is non-verbal and very little prior knowledge is 

necessary.  For these reasons, the Ravens Progressive Matrices (Penrose & Raven, 1936; 

Raven, 1938) is now one of the most popular tests of intelligence and is used around the 

world among people who speak different languages. 
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 Performance on intelligence test has considerable impact on individuals’ lives.  At 

a young age, children are classified as normal, gifted, or deficient.  Their education and 

the peers with whom they are grouped to interact are decided primarily on these tests.  

For those who score below average, as they approach adulthood the amount of 

government funding and non-profit service received for having a cognitive disability is 

contingent upon intelligence test scores.  For those who score normal or above average, 

as they approach adulthood, those wishing to attend college have different opportunities 

for admission and funding (in the U.S.) based on their performance on college entrance 

exams.  One’s college education again has a considerable effect on the peers with whom 

one interacts and one’s future career.  

 We have discussed just a few of the large number of standardized intelligence 

tests that have been developed over the last 100 years (for a more comprehensive review, 

see Urbina, 2011).  We conclude this section with two main points: (1) the majority of 

standardized intelligence tests are revised in a data-driven manner, and are therefore 

difficult to explain in terms of psychological theory; and (2) the impact that these tests 

have had on modern society is enormous.  While the consequences can be negative, for 

example, a student not being admitted to the school of her choice even though she 

perhaps could have succeeded, the enterprise is not all bad.  For instance, before the SAT 

was developed, wealth, class, and ethnic background largely determined acceptance to a 

prestigious university in the United States.  For many people, standardized tests created 

opportunities that otherwise would not have been possible.  That said, new research on 

working memory might offer an even more promising way forward. 

Working memory 

Working memory (WM) is a construct developed by cognitive psychologists to 

characterize and help further investigate how human beings maintain access to goal-

relevant information in the face of concurrent processing and/or distraction.  For example, 

suppose you are attempting to schedule an airline reservation using the Internet.  To 

search for flights you must mentally maintain the departure city, the arrival city, and the 

dates of travel while you scan the multiple options presented and ignore potentially 

distracting information, such as pop-up advertisements, or incoming email.  WM is 

required to remember the critical travel information while concurrently searching 
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potential flights and ignoring irrelevant information.  Many important cognitive abilities, 

the same ones that fall under the umbrella of intelligence, such as academic achievement, 

learning, problem-solving, reading comprehension, and reasoning require WM because 

for each of these activities, some information must be maintained in an accessible state 

while new information is processed and potentially distracting information is ignored.  

Working memory is considered to be a limited-capacity system and according to 

most contemporary theoretical accounts of WM, this capacity constrains intelligence, 

evidenced by the fact that individuals with lesser capacity tend to perform worse on most 

intelligence tests than individuals with greater capacity.  For example, older children have 

greater working memory capacity (WMC) than younger children, the elderly tend to have 

lesser WMC than younger adults, and patients with certain types of neural damage or 

disease have lesser WMC than healthy adults.  There is even a large amount of variation 

in WMC within samples of healthy young adults, for example, in samples of college 

students.  In all these cases, individuals with greater WMC almost always perform better 

on intelligence tests than individuals with lesser WMC.   

Research on the specific nature of the cognitive and neural mechanisms that 

constitute WM is extremely active in both Psychology and Neuroscience.  For example, a 

search of Google Scholar using the exact phrase “working memory”, constrained to 2006 

– 2010, yields 127,00 links.  If we go back 20 years and conduct the same search, 

constrained to articles published between 1986 and 1990, it yields 6,670 links.  Step back 

another 20 years, 1966 to 1970, and the search yields 243 links and most of these don’t 

use the phrase working memory as it is used today.  It is therefore safe to say that 

research on WM is relatively new, compared to research on intelligence.  

Given the fervent activity of research on WM, it impossible to summarize all 

current work here.  Instead, we describe just one of the more influential theoretical 

models of WM and provide references to other influential models and/or frameworks.  

Our apologies in advance to any colleagues not cited.  There’s simply too much 

contemporary work for any one chapter to cite. 

The most influential model of WM over the last few decades is the multi-

component model of Baddeley and Hitch (1974, revised subsequently by Baddeley in 

2000 and by Baddeley, Allen, & Hitch in 2011).  Historically, the multi-component 
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model has evolved from the concept of a unitary short-term memory (STM) system. 

According to a dominant view of memory in Psychology in the mid-20th century, 

information has to pass through a single STM store to enter or exit long-term memory 

(Atkinson & Shiffrin, 1968).  In other words, STM serves as a gateway to further 

information processing and consequently plays a key role in higher-order cognitive 

abilities such as reasoning, planning, and problem solving.  It soon became clear that 

things were more complex than originally thought.  Experiments showed that disrupting 

the functioning of STM had little impact on complex cognitive task performance 

(Baddeley & Hitch, 1974).  Furthermore, the existence of patients with normal long-term 

learning but impaired STM capacity could not be explained by the unitary account of 

STM (Shallice & Warrington, 1970).  

Largely motivated by these patient data, British Psychologists Alan Baddeley and 

Graham Hitch proposed a new model of WM that replaced the concept of a unitary STM 

with a more dynamic system involving the interplay of attention and multiple short-term 

storage buffers (Baddeley & Hitch 1974).  The model was called the “multi-component 

model of working memory” and has had a major influence on memory research ever 

since it was first proposed.  The model originally consisted of three major components: 

the “central executive”, which is an attentional control system that is supplemented by 

two passive storage buffers namely the “phonological loop” which stores and processes 

verbal information and the “visuo-spatial sketchpad” which stores and manipulates visual 

and spatial information.  In a more recent update of the model, Baddeley added a fourth 

component to the tripartite system - the “episodic buffer” which serves as an interface 

between the executive, the buffers, and long-term memory (Baddeley, 2000, Baddeley, et 

al. 2011).  
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FIGURE 1. Simplified representation of the multi-component WM model based on 

Baddeley et al. 2011 

 

The model’s structure (see Figure 1) is largely based on the study of 

neuropsychological patients and the so-called dual-task methodology, in which subjects 

have to complete several memory-taxing tasks at the same time.  Experiments of this kind 

showed that some pairs of tasks interfered with each other more so than other pairs of 

tasks.  For example, if you are asked to repeatedly utter the word “the” and also 

remember a list of spoken digits or visually presented colors, you will most likely find it 

easier to remember the colors than the digits.  According to Baddeley and Hitch this 

demonstrates separability of storage buffers, with words being stored in the loop (which 

causes interference) and visual information being stored in the sketchpad.  

The most extensively investigated WM component is the phonological loop.  It is 

assumed to consist of a passive phonological store that can hold speech-based 

information for up to two seconds coupled with an articulatory control process that 

prevents decay in the store by reactivating the fading phonological representations via 

subvocal rehearsal (Baddeley, 1986).  Importantly, it has been proposed that the 

phonological loop might have evolved in humans as a “language learning device”, in 

other words - as a system to facilitate the process of learning languages (Baddeley, 

Gathercole, & Papagno, 1998).  Just imagine having to thank a Quechua speaker in 

Bolivia.  You will need to be able to keep the sound sequence “diuspagarapusunki” in 

your phonological loop in order to repeat it correctly.  Most Anglo-Saxon speakers will 

present difficulties in repeating this new word after having heard it only once, simply 

because it might exceed the limits of their phonological loop.  Without an adequate 

temporary representation of the phonological sequence of this new word in the 

phonological loop, a robust long-term-memory representation will not be constructed and 

so the unfamiliar word will most likely not become part of your vocabulary after being 

exposed to it only once.  

The second short-term storage system featured by the model is the visuo-spatial 

sketchpad.  The current model of this subcomponent is less well advanced than for the 

phonological loop.  The visuo-spatial sketchpad is responsible for the limited short-term 
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storage and possibly the binding of visual and spatial information and is thought to be 

fractionable into separate visual, spatial, and haptic components (Baddeley, 1997, 

Baddeley et al., 2011).  Like the phonological loop, it might consist of a passive 

temporary store and a more active rehearsal process (Logie, 1995).  The visuo-spatial 

sketchpad is involved in tasks that require the recall of spatial or visual features such as 

finding your way through a supermarket or remembering the faces of your students after 

the first lecture.  

The third temporary storage system is the episodic buffer (Baddeley, 2000; 

Baddeley, Allen, & Hitch, 2010, 2011).  It is the most recently developed subcomponent 

of the model and was added in response to the increasing problems that the tripartite 

model encountered in explaining the way in which the visuo-spatial and phonological 

systems interact and how WM communicates with long-term memory (see Baddeley, 

2000 for a review).  Despite intense research efforts over the last 10 years, the episodic 

buffer “remains a somewhat shadowy concept” (Baddeley et al., 2010, p. 240).  

According to the most recent position (Baddeley et al., 2011) it represents a capacity-

limited passive store that is capable of storing integrated chunks of information (i.e. 

episodes).  In contrast to the loop and the sketchpad it can be considered as a “higher-

level” storage buffer in that it links both of these to long-term memory and is assumed to 

be accessible through conscious awareness.  

The most essential component of the WM system is the central executive 

(Baddeley, et al., 2010; Vandierendonck, De Vooght & Van der Goten, 1998).  In 

contrast to the buffers it does not encompass a storage function but instead represents a 

purely attentional subsystem that controls the subsystems in a domain-free manner 

(Baddeley & Logie, 1999).  The initial specification of the central executive was largely 

based on the Norman and Shallice (1986) model of executive control.  It has been 

described as a homunculus that enables the working memory system to focus, divide, and 

switch attention in order to process, access, and store more information than would be 

possible by the relatively passive, limited-capacity short-term storage buffers alone 

(Baddeley, 1996).  Whether or not it is a unitary system or is composed of different 

subcomponents, is open to debate (Baddeley, 1996, 2006).  
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We believe it is fair to say that the multi-component model of working memory 

has stood the test of time.  It has stipulated a great deal of investigation over the last 35 

years, and although far from being embraced by everybody, continues as one of the 

leading models in the field.  The popularity of the model is partially related to its simple 

structural approach which is particularly useful in describing and understanding a range 

of neuropsychological deficits in adults as well as in children (Baddeley, 2003, 1990; 

Gathercole & Baddeley, 1990; Gathercole, Alloway, Willis, & Adams; Papagno, 

Cecchetto, Reati, & Bello, 2007).   

Alternative models have, however, been developed in recent years and they 

provide a slightly different view of the WM system.  Whereas the multi-component 

model bears a strong structural focus by separating WM into distinct components with 

different features, alternative WM theories emphasis functions and processes over 

structure (see Cowan, 2005; Engle & Kane, 2004; Jonides et al., 2008, Nairne, 2002). 

Tests of working memory capacity 

One of the core features of the Baddeley model of WM, and one that is not 

disputed by other theories, is that WM consists of multiple interacting mechanisms.  At a 

general level, there are separable components for different kinds of information (for 

example, verbal vs. spatial) and for different types of processes (for example, memory vs. 

attention).  At a more specific level, there are different mechanisms for particular 

processes, such as encoding, stimulus representation, maintenance, manipulation, and 

retrieval.  Evidence for separable components and for different mechanisms comes from 

a variety of sources including dual-task behavioral experiments, neuropsychological case 

studies, and more recently, neuroimaging experiments.  This is a critical point to 

remember when considering the measurement of WMC.  A spatial WM task that requires 

the manipulation of information is very different from a verbal task that doesn’t require 

manipulation but does require encoding, maintenance, and retrieval, yet each is 

dependent upon WM and can therefore fairly be considered a test of WMC. 

We therefore define WMC as the maximum amount of information an individual 

can maintain in a particular task that is designed to measure some aspect(s) of the WM 

system.  This has caused some confusion in the scientific community because different 

researchers often use different tasks to measure WMC, and this can lead to different 
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conclusions regarding the nature of individual differences in WMC.  We will have more 

to say about this dilemma in our discussion of psychometrics.  Here we describe some of 

the more popular measures of WMC. 

Complex span tasks 

Complex span tasks were designed from the perspective of the original WM 

model, discussed above (Baddeley & Hitch, 1974).  There are many different versions of 

complex span tasks, including reading span (Daneman & Carpenter, 1980), operation 

span (Turner & Engle, 1989), counting span (Case, Kurland, & Goldberg, 1982), as well 

as various spatial versions (Kane et al., 2004; Shah & Miyake, 1996).  Complex span 

tasks are essentially “dual tasks”; the subject is required to engage in a relatively simple 

secondary task in between the presentation of to-be-remembered stimuli.  For example, in 

the counting span task, the subject is presented with an array of objects on a computer 

screen.  The objects typically differ from one another in both shape and color, for 

example, circles and squares colored either red or blue.  The subject is instructed to count 

a particular type of object, such as blue squares.  After counting aloud, the subject is 

required to remember the total and is then presented with another array of objects.  The 

subject again counts the number of blue squares aloud and attempts to remember the total.  

After a series of arrays has been presented the subject is required to recall all the totals in 

correct serial order.  Thus, maintaining access to the to-be-remembered digits is disrupted 

by the requirement of counting the number of objects in each array, which demands 

attention because multiple features (shape and color) have to be bound together to form 

each object representation (Treisman & Gelade, 1980).  Indeed, the point of the 

secondary task is to engage attention and therefore disrupt active maintenance of the 

digits.  This process is thought to create an ecologically valid measure of WM, as 

proposed by Baddeley and Hitch (1974), because it requires access to information (the to-

be-remembered digits) in the face of concurrent processing (counting). 

Several different versions of complex span tasks have been developed over the 

last 30 years.  The different versions all have the same basic structure but differ in terms 

of the type of stimuli that are presented for recall (digits, letters, words, spatial locations) 

and the type of secondary task that is used to engage attention and disrupt maintenance 

(counting the number of objects in an array, reading sentences aloud, solving simple math 
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problems, judging whether a figure is symmetrical or not).  In most complex span tasks 

the number of stimuli presented for recall varies from trial to trial, typically from 2 to 7, 

and average recall performance among college students is about 4-5 (for more details, see 

Conway, Kane, Bunting, Hambrick, Wilhelm, & Engle, 2005).  

A battery of complex span tasks is defined as a group of several tasks, and 

typically the tasks in the battery differ with respect to the type of stimuli to be 

remembered and/or the type of secondary task.  When a battery is administered to a large 

group of subjects, a positive manifold emerges, just like Spearman (1904) observed when 

looking at children’s grades.  That is, different versions of complex span correlate 

strongly with each other and typically account for the same variance in other measures of 

cognitive ability, such as the SAT (Turner & Engle, 1989).  For example, Kane et al. 

(2004) administered several verbal and several spatial complex span tasks and the range 

of correlations among all the tasks ranged from r = .39 to r = .51.  After statistically 

removing variance specific to each individual task, the correlation between “latent” 

variables representing spatial complex span and verbal complex span was r = .84.  These 

results suggest that individual differences in complex span are largely determined by 

cognitive and neural mechanisms that are domain-general, akin to the measures that gave 

rise to Spearman’s g. 

Simple span tasks 

Simple span tasks, for example, digit span or letter span, in contrast to complex 

span, do not include an interleaved secondary task between each presentation of to-be-

remembered stimuli.  For example, in digit span, one digit is presented at a time, typically 

one per second, and after a series of digits the subject is asked to recall the digits in 

correct serial order.  Simple span tasks are among the oldest tasks used in memory 

research.  Digit span was included in the first intelligence test (Binet, 1903) and is still 

included in two popular tests of intelligence, the WAIS and the WISC.  

However, simple span typically does not reveal very strong correlations with 

other measures of cognitive ability (Conway, Cowan, Bunting, Therriault, & Minkoff, 

2002; Daneman & Carpenter, 1980; Daneman & Merikle, 1996; Engle et al., 1999; Kane 

et al., 2004).  Also, individual differences in simple span tasks are largely determined by 

domain-specific cognitive and neural mechanisms.  We know this because within-domain 
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correlations among simple span tasks are higher than cross-domain correlations among 

simple span tasks (Kane et al., 2004).  Moreover, this domain-specific dominance is 

greater in simple span tasks than in complex span tasks (Kane et al., 2004).  Also, 

patients with localized neurological damage or disease may exhibit normal performance 

on a simple span task with spatial materials yet exhibit a severe decrement on a simple 

span task with verbal materials, and vice-versa.  These results suggest that individual 

differences in simple span are largely determined by cognitive and neural mechanisms 

that are domain-specific, unlike the measures that gave rise to Spearman’s g.  Therefore, 

when we consider the link between WMC and intelligence, we will focus on complex 

span tasks, not simple span tasks. 

Visual array comparison tasks 

Memory span tasks, both simple and complex, have a long tradition in cognitive 

Psychology.  However, they are not ideal measures of the amount of information a person 

can “keep active” at one moment in time because the to-be-remembered stimuli must 

each be recalled, one at a time, and therefore performance is susceptible to output 

interference.  In other words, a subject might get a score of 4 on a memory span task but 

it’s possible that more than 4 items were actively maintained.  Some representations 

might be lost during recall (Cowan et al., 1992).  

For this reason, the visual array comparison task (Luck & Vogel, 1997) was 

developed as a measure of memory capacity.  There are several variants of the visual 

array comparison task but in a typical version subjects are presented with an array of 

several items that vary in shape and color and the presentation is extremely brief, for 

example, a fraction of a second.  After a short retention interval, perhaps just a second, 

the subject is then presented with another array and asked to judge whether the two arrays 

were the same or different.  On half the trials the two arrays are the same and on the other 

half one item in the second array is different.  Thus, if all items in the initial array are 

maintained then subjects will be able to detect the change.  Most subjects achieve 100% 

accuracy on the task when the number of items is less than 4 but performance begins to 

drop as the number of items in the array increases beyond 4.   

Visual array comparison tasks have not been used as often as memory span tasks 

to investigate individual differences in cognitive ability.  However, recent research shows 
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that array comparison tasks account for nearly as much variance in cognitive ability as 

complex span tasks (Cowan et al., 2005; Cowan et al., 2006; Fukuda, Vogel, Mayr, & 

Awh, 2010).  The precise relationship between visual array comparison tasks, complex 

span tasks, and measures of intelligence remains unclear and is an active topic of research.  

N-back tasks 

The process of updating working memory is considered to be one of the most 

fundamental characteristics of the system.  Information that is relevant to a current goal 

needs to be represented in a readily accessible state and must continuously be updated in 

accordance with changes in the environment.  One popular updating task is called the n-

back.  In an n-back task, the subject is presented with a continuous stream of stimuli, one 

at a time, typically one every 2-3 seconds.  The subject’s goal is to determine if the 

current stimulus matches the one presented n-back.  The stimuli are often verbal, for 

example, letters or words, but they can also be non-verbal, for example, visual objects, or 

spatial locations.   

N-back tasks have been used extensively in neuroimaging experiments because 

the timing of stimulus presentation is easily controlled and the response requirements are 

simple.  Numerous imaging experiments have demonstrated that the brain regions 

recruited to perform an n-back task are also recruited when performing intelligence tests 

(see Kane & Engle, 2002 for a review).  Moreover, accuracy on an n-back task is 

correlated with scores on a test of intelligence and this correlation is partially mediated by 

neural activity in these common brain regions (Burgess, Gray, Conway, & Braver, 2011).  

Coordination and transformation tasks 

All of the above-mentioned WM tasks require subjects to recall or recognize 

information that was explicitly presented.  There is another type of WM task, which we 

label “coordination and transformation”, because subjects are presented with information 

and required to manipulate and/or transform that information to arrive at a correct 

response.  For example, consider “backward span” tasks.  Backward span tasks are 

similar to simple span tasks except that the subject is required to recall the stimuli in 

reverse order.  Thus, the internal representation of the list must be transformed for 

successful performance.  Another example is the letter-number sequencing task.  The 

subject is presented with a sequence of letters and numbers and required to recall first the 
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letters in alphabetical order and then the numbers in chronological order.  Another 

example is the alphabet-recoding task.  The subject is required to perform addition and 

subtraction using the alphabet, for example, C – 2 = A.  On each trial, the subject is 

presented with a problem, C – 2, and required to generate the answer, A.  Difficulty is 

manipulated by varying the number of letters presented, for example, CD – 2 = AB. 

Kyllonen and Christal (1990) found very strong correlations between WMC and 

reasoning ability, using a variety of WM tasks that can all be considered “coordination 

and transformation” tasks (rs between .79 and .91).  Also, Oberauer and colleagues 

demonstrated that the correlation between WMC and fluid intelligence does not depend 

upon whether WM is measured using complex span tasks or transformation tasks, 

suggesting that coordination and transformation tasks tap the same mechanisms as 

complex span tasks, meaning that they too are domain-general (Sub et al., 2002). 

The link between intelligence and working memory capacity  

 Now that we have considered the various ways in which intelligence and WMC 

are measured, we are ready to evaluate the empirical evidence linking WMC and 

intelligence.  The number of published papers reporting a significant correlation between 

WMC and intelligence is enormous, so to make this discussion tractable we start with 

two meta-analyses, both focused more specifically on the relationship between WMC and 

fluid intelligence.  The two analyses were conducted by two different groups of 

researchers, one estimated the correlation between WMC and fluid intelligence to be r 

= .72 (Kane, Hambrick, & Conway, 2005) and the other estimated it to be r = .85 

(Oberauer, Schulze, Wilhelm, & Süß, 2005).  More recent studies also demonstrate 

correlations in this range, and most scholars agree that the relationship between WMC 

and fluid intelligence is very strong.  Kane et al. (2005) summarized the studies included 

in their meta-analysis in a table, which is reproduced here (see Table 1).  Each of the 

studies included in the meta-analysis administered several tests of WMC and several tests 

of fluid intelligence and factor analysis was used to determine the strength of the 

relationship between the two constructs.  A variety of WM tasks were used in these 

studies, including complex span, simple span, and coordination and transformation tasks.   
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The studies referenced in Table 1 did not use either visual array comparison or n-

back tasks and only involved adult participants .  However, the more recent studies 

referenced above have used these tasks and also found correlations of the same 

magnitude.  For example, Fukuda et al. (2010) used visual array comparison tasks and the 

correlation between WMC and fluid intelligence was r = .66.  Burgess et al. (2011) used 

measures from an n-back task and the correlation between WMC and intelligence was r 

= .43.   

 In contrast, Ackerman et al. (2005) argued that the correlation between WMC and 

intelligence is weak, and moderate at best.  Ackerman and colleagues chose to focus their 

meta-analysis on individual tasks, rather than factors from a factor analysis.  The problem 

with this approach is that individual tasks are more susceptible to task-specific influences 

and are therefore less accurate assessments of the main construct under investigation, in 

terms of both reliability and validity.  If multiple tasks are used then the common 

variance among tasks can be used to derive a “latent” variable required by all tasks.  To 
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better understand this argument, a more detailed discussion of latent variables, and 

psychometrics is necessary, so we turn to that topic now. 

Psychometrics  

Psychometrics is a field of study concerned with the theory and technique of 

measuring psychological constructs, including the measurement of intelligence and 

working memory capacity, as well as personality traits.  Generally speaking, a 

psychometric study involves administering a large battery of tasks to a large sample of 

individuals and then analyzing the correlations among the tasks to identify underlying 

factors, or latent variables, that can account for large portions of variance within and 

across tasks in the battery.  The data from psychometric studies are analyzed using 

multivariate statistical procedures, such as factor analysis and structural equation 

modeling (SEM).  SEM is also known as causal modeling because the psychometric 

theories under investigation imply causal relationships among variables, despite the 

correlational nature of the data.  

This approach is powerful because competing theories about the structure of 

intelligence can be objectively compared with empirical tests.  For example, it is possible 

to administer a battery of tests to a large group of students and test whether a one-factor 

model, like the one initially proposed by Spearman (1904), “fits” the data better or just as 

well as a two- or three-factor model.  In SEM, if a one-factor model fits the data as well 

as a two-factor model then the 1-factor model is preferable because it is more 

parsimonious. 

As mentioned above, the most common interpretation of factors, or latent 

variables, in factor analyses and in causal models, is that they represent a single source of 

variance that is common to all the tasks that “load” onto that factor.  Furthermore, in 

causal models, a factor is purported to cause performance on the manifest variables, that 

is, the actual tests or tasks administered to people in the sample, such as intelligence tests 

or working memory tasks.  However, also mentioned above, many psychometricians 

dating back to Thomson (1916) have demonstrated that while this may be a valid 

interpretation of factors and the causal relationship between a construct and performance, 

it is not necessary to postulate a unitary source of variance from a factor.  To reiterate, 

sampling theories of g can account for the emergence of g from a battery of tasks that 
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taps a vast number of underlying cognitive processes in an overlapping fashion.  This 

means that working memory capacity and intelligence may be correlated because 

measures of each construct share multiple cognitive processes, not because they share 

one general factor.  If sampling theories of g are correct then causal models of g that posit 

a causal link between a g factor and every single task in the model are wrong.  This view, 

which implies the rather radical notion that there is no such thing as general cognitive 

ability, has recently gained traction (Bartholomew, Deary, & Lawn, 2009; Conway et al., 

2011; Kovacs, 2010; van der Maas et al., 2006).   

Conclusion 

 This chapter has shown that working memory and intelligence are two 

psychological constructs that were developed for different purposes and have different 

histories and theoretical underpinnings.  As a result, measurements of intelligence and 

measurements of working memory capacity look very different from one another.  

However, scores on intelligence tests are strongly correlated with scores on working 

memory tasks.  Therefore, the enterprise of intelligence testing could be replaced by a 

new enterprise of working memory tasking.  In our opinion, this would be a welcome 

shift.  However, the g dilemma remains.    
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