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Abstract

Due to their very nature, wireless sensor networks are probably thgocatef wireless
networks most vulnerable to “radio channel jamming”-based Denial-bfi&e(DoS) attacks.
An adversary can easily mask the events that the sensor network skedetd by stealthily
jamming an appropriate subset of the nodes; in this way, he prevents @mdporting what
they are sensing to the network operator. Therefore, even if aniswsartised by one or several
nodes (and the sensor network is otherwise fully connected), the rketwerator cannot be
informed on time. We show how the sensor nodes can exploit channesitjvier order to
create wormholes that lead out of the jammed region, through which an adaripectrans-
mitted to the network operator. We propose three solutions: the first is baseded pairs
of sensors, the second relies on frequency hopping, and the thirddd lba a novel concept
called uncoordinated channel hopping. We develop appropriate mathahnatidels to study
the proposed solutions.

Index terms. Wireless sensor networks, security, jamming DoS attacks, wormholesa-prob

bilistic analysis, simulations

1 Introduction

In this paper, we investigate an attack where the attacksksithe eventgyent masking) that the
sensor network should detect, by stealthily jamming an @mpate subset of the nodes. In this
way, the attacker prevents the nodes from reporting whatahe sensing to the network operator.
Timely detection of such stealth attacks is particularlpariant in scenarios in which sensors use
reactive schemes to communicate events to the network B#jk [

Event masking attacks result incaverage paradox: even if an event is sensed by one or several
nodes (and the sensor network is otherwise fully connected)network operator cannot be in-

formed on time about the event (see Fig. 1). We will explaiw lioe solution to this problem



is far from trivial. Proactive schemes, in which sensorsgpheir time (and batteries) assess-
ing the state of their communication links, are clearly satboal. Equally, jamming detection
schemes are generally over-sensitive and generate maeydiarms making the system vulnera-
ble to straightforward Denial of Service (DoS) attacks.

We show thatvormholes[5], which were so far considered to be a threat, can be usadezctive
defense mechanism. In our solution, thanks to channelsityethe nodes under the jamming at-
tack are able to create a communication route that escapesifa, thus appropriate information
can be conveyed out of the jammed region. The creation of antwole can be triggered by the
absence of an acknowledgment, after several transmissiesexplain the principle oproba-
bilistic wormholes by analyzing three approaches based on this principle. dditst, a network
with regular wireless sensor nodes is augmented with aicertanber of wired pairs of sensor
nodes, therefore resulting inkgbrid sensor network. In the second, the deployed nodes (or a
subset of them) organize themselves as frequency hoppirgy(pay., using Bluetooth). For both
approaches we compute the probability that at least one i@ecan be formed. Finally, in the
third approach, we propose a novel anti-jamming techni@set on uncoordinated channel hop-
ping. In this approach, the nodes form low-bandwidth aamimning communication channels by
randomly hopping between the given set of orthogonal chanriéis solution does not require
the nodes to be synchronized.

The organization of the paper is as follows. In Section 2, wgaen the need for the approach
based on wormholes. In Section 3, we focus on the solutioedoas wired pairs of sensor nodes.
In Section 4, we analyze the solution based on frequencyihgppn Section 5, we analyze the
solution based on uncoordinated channel hopping. We gwedlated work in Section 6. We
conclude in Section 7. Finally, in the Appendix, we devellog tmathematical model used in this

paper.
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Fig. 1: Thecoverage paradox — Even if an intruder is detected by the sensor nodes (andettveork is connected),
the network operator cannot be informed on time: The intrmdeves in the network and gets detected by the nodes
located in theexposure region; The intruder then stealthily jams all communication witlihe jamming region (the
white square represents a jamming device left behind byntineder on his way).

2 Motivation and Existing Tradeoffs

We consider the following scenario. A network of wireleses®s is deployed to detect an event
(e.g., the presence of a thief in a museum). Upon detectitreadvent, a (motion) sensor reports it
to the network operator, who then reacts accordingly. Ailyria by the sensor to report the event
would result in the event being undetected by the operatat,veould prevent any action to be
taken (in our example, the presence of a thief would be untet® This failure can occur for two
main reasons: (i) faulty or compromised sensors and (iigliadvle or disrupted communication
links. In this work, we focus on the latter.

In a wireless sensor network, all mutual communication ketwsensors and between the network
operator and sensors is wireless (and multi-hop) [2]. Thakes it possible for the attacker to
jam the communication between sensors and the operatorh@Ve an example of this scenario
in Fig. 1. This figure shows an intruder (adversary) whossgiee is sensed by sensors located
within the exposure region (the region from which the adwer's presence can be sensed). It also
shows that all communication from the sensors (locatederettposure region) to the rest of the
network (to their neighboring sensors) is jammed by the esdrg (and an additional jamming de-
vice — the white square on the figure), resulting in the presehthe adversary not being reported

on time to the operator. This example shows that an advecsaryby jamming communication



between the sensors, effectivalglay the report about his presence and, in some cases, prevent
being detected at all. Here, we speak about the “delay”, @aséimsor nodes from the exposure
region may eventually detect the jamming activity of theexdary. However, this is not an easy
task considering the limited computational capabilitiesensor nodes [14]. At the time a report
arrives at the network operator, it may already be too latake any meaningful action. Note also
that the attacker can use a smart jamming strategy to avang lketected by the nodes that do
not sense its presence (the nodes outside the exposura rdgimp. 1). Usually, packets in sensor
networks have no protection apart from a simple CRC, theretorly, a short jamming pulse is
sufficient to destroy a whole packet [10].

Furthermore, even if jamming is detected, the network dpestill cannot precisely locate the ad-
versary; only the boundary of the jamming region can be detexd (Fig. 1). Therefore, there is a
clear need for defense mechanisms that can etisngky data delivery in spite of jamming attacks.

In this work, we assume the existence of an effective attat&aion mechanism (see [14]).

2.1 Proactivevs. Reactive Sensor Networ ks

Generally, we distinguish two basic types of sensor netaiopkoactive and reactive. Proactive
networks involve a periodic flow of data between sensor nagésthe sinks. On the contrary, in
reactive networks, packets are sent only when some evemieoést occurs and is sensed. Reactive
networks are characterized by low energy consumption ar@ftbre long network lifetimes.

In the case of proactive sensor networks, several simplgisos are possible for ensuring that the
operator receives event reports or detects jamming. Omgi@olconsists in having sensors peri-
odically report their status to the network operator (aiggn query from the operator): if a sensor
does not report its status within an expected period, theatgecan request a re-transmission or
conclude that the communication from that sensor is preeehy an adversary. If these status

reports are sent very frequently, sensor batteries willb@ested in a short time, whereas if they



are sent infrequently, the batteries will last longer, bettime elapsed between an event happened
and its reporting can be long and might render the alarm ssekenother similar solution is that
sensors hold the list of their neighbors and periodically {h@m to check if the communication
links between them are still valid. This solution has simdeawbacks as the first proposal, as it
either has high energy cost (if the polls are frequent), @ngpa time window within which an
event is undetected (if the polls are not frequent).

These and similar proactive solutions require the sensqgpgtiodically communicate even if no
event has occurred. Furthermore, these solutions do natestisat the network operator is in-
formed about the event immediately after it happens. Weethe argue that instead of being
proactive, in many applications event reporting needs teehetive, saving energy (as the sensors
communicate only when an event is detected) and enablingetveork operator to be informed
about an event within a reasonably short time period.

Reactive event reporting is, however, vulnerable to jammihthe communication from a sensor
to the operator is jammed, the operator will not raise angnakss it does not expect any reports to
come at any given time. It is therefore important to ensuag iha sensor detects an event, it can

communicate this event to the network operator despiteradigs jamming.

2.2 Our Solution: Probabilistic Wor mholes

In our solution, a portion of pairs of sensor nodes createbgilistically) communication links

that are resistant to jamming. By not requiring all the semsmtes in the network to have this
capability, we actually trade-off the network robustnesththe network complexity (and cost).
For the given randomly located adversary (attacker), tieeeepositive probability that a sensor
node, residing in the exposure region of the attacker, far(multihop) path from the exposure
region to the region not affected by jamming, in such a wayttiia path is not affected by ongoing

jamming. We call such a pathprobabilistic wormhole. An example of probabilistic wormhole,



realized through wires, is shown in Fig. 2(a).
In the following three sections, we present and analyzesthrechanisms to achieve timely event
reporting, namely: (iwired pairs of sensor nodes, (ii) coordinated frequency-hopping pairs and

(iif) uncoordinated channel-hopping pairs of nodes.

3 Wormholesvia Wired Pairs of Sensor Nodes

In this solution, we propose to augment a wireless sensaranketwith a certain number of pairs
of sensor nodes that are each connected through a wire. Gedrsensor nodes are also equipped
with wireless transceivers, just like regular sensor nodes a result we obtain a hybrid sensor
network as shown in Fig. 2(a): isolated points representleeghodes and connected pairs are
denoted as connected points. A similar form of hybrid semsiwork already appears in the

context of the NIMS project [6], and in the work by Sharma anaizMmdar [11].

3.1 Rationale

We now explain the operating principles underlying the apph based on wired pairs of sensor
nodes. We denote witti the length of the wire connecting a pair of nodes; we assuhpaab

to be connected with wires of the same length. Assuming nandieployment of connected pairs
(e.g., by throwing them from an aircraft), the distance lestmwthe nodes of a given connected pair,
once the pair lands in the field, is a random variable takilgesfrom interval0, d]. We further
denote withR; the transmission range of the wireless transceivers mduwrighe sensor nodes.
Let us now consider the scenario shown in Fig. 2(a). In tremado, the attackerd), represented
by signx, stealthily jams the region (callgdmming region) within jamming rangez;. We call the
exposure region the region that surrounds the attacker and from which tlaeledt’s presence can

be detected. As can be seen in Fig. 2(a) and Fig. 2(b), we ntlogl@&xposure region by a circle
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Fig. 2: Probabilistic wormholes via wired pairs of sensodes (a) Hybrid sensor network with randomly deployed
sensor nodes: isolated points are regular nodes, conngcietd represent sensor nodes connected through a wire.
Connected paif1, 2) and regular node 3 createrrmhole that leads out of the exposure region to the region that is
not jammed (b) Geometry used in the analysis of the solutam®t on probabilistic wormholes.

centered at the location of the attacker. We denote Witkhe radius of the exposure region. The
exposure region is related to the sensing capabilitieseoéthployed sensors, which is the reason
for using subscript in R,. Note, however, that the notion of exposure region is muolder. For
example, when the attacker jams an area, the nodes whosmisaions are affected by this attack
can deduce that an attack is taking place by observing neifidgilures to receive the ACK from
their intended destinations. In this case, all such nodé®Itiee exposure region.

In order to prevent any report (e.g., a report about the legtacpresence), generated by the reg-
ular nodes located within the exposure region, from suéckg$eaving the exposure region, the
attacker simply jams the area within jamming radgje> R, + R,. In this situation, the connected
pairs serve as a rescue. In our example in Fig. 2(a) and Fy. tAe€ connected pait, 2) creates

a link resistant to jamming from the exposure region. Whenreriodenses the presence of the
attacker, it makes use of the wired channel to communicater eport to its peer node 2. As the
wired channel between nodes 1 and 2 is not affected by the ijagnactivity of the attacker, the
report sent by node 1 is successfully received by node 2.rin twde 2 simply transmits (broad-
casts) this report using the wireless transceiver withstraasion range,;. A node (e.g., node 3 in

Fig. 2(a) and Fig. 2(b)) that is located within transmissiamgeR, from node 2 and outside of the



jamming region will potentially receive the report and pagsrther, possibly over multiple hops,
to the sink. Therefore, the 2-hop path between nodes 1 and Becthought of as wormhole that

is resistant to ongoing jamming activity by the attacker.

Naturally, the attacker can simply increase the jammingrem such a way that the attacker also
jams node3. However, in the same way, the network operator can furtit@ease the transmission
range ;) of the wireless transceivers, the length of the wifg &s well as the exposure region
(by deploying more advanced sensors with more advancedhgeoapabilities). In addition, if

a jamming signal is stronger, the probability that it getseded and reported increases. In the
following section, we develop a model that allows us to battederstand potential benefits of

changing the system parametels; R, d andR;, as well as the node density.

3.2 Performance Analysis

We assume the regular sensor nodes to be deployed randothlyumiform distribution in the
deployment regiorD (Fig. 2(b)). The deployment regiof? is modelled by aD x D square,
D < co. We denote with the number of regular nodes deployedZiin We further approximate
exposure and jamming regions with circles of raditisand R, respectively (the Boolean model).
Finally, we assume that the jamming range satisies R, + R;. The center pointz4,y4) € D

of the exposure (jamming) region represents the locatigdhehttacker (Fig. 2(b)). In our model,
we assume both exposure and jamming regions to be contaonguletely within the deployment
region. This is to avoid cumbersome technicalities withrmary regions. Without any loss of
generality, we setz 4,y4) = (0,0) (Fig. 2(b)). We also assume that the attacker is ignorarfteof t
locations of connected pattsin other words, the attacker’s location is assumed to begaddent

of the locations of the connected pairs.

1This assumption is more legitimate in the context of the smubased on frequency-hopping pairs (studied in
Section 4). Note, however, that information about the liocetof connected pairs becomes less relevant as the density
of the connected pairs increases.



For the given attacker, located at point;, y4) = (0, 0), we calculate” [at least one wormholer 4, y.4)],
the probability that at least one wormhole exists from the corresponding exposure region into the
region not affected by the attacker’s jamming activity.

Let P[S] be the probability that an arbitrary pair forms a wormholenirthe exposure region
around(z4,y4) to the area not affected by jamming. Letdenote the value oP|[S]. By as-
sumption: (1) the location of any connected pg@ir;j) is independent of the attacker’s position
(xa,y4), and (2) the positions of the connected pairs are sampledtlie same distributions and
independently. Therefore, is equal for all the deployed connected pairs. Let us dendte AV

the number of connected pairs deployed randomly and inadigpeely. Then, we have:

P|at least one wormholera, ya)] = 1 — (1 — p,)* = 1 — e 57, (1)

where the approximation is valid for smail and largeK. In our analysis (see Appendix) we
obtain a complex expression for probability= P|[S] that we solve numerically. We validate our
model in the following section by simulations.

Assume now that we want to achie}k'{at least one wormholér 4, yA)} > pw, Wherep,, is a tar-
geted probability. LetK, denote the critical (minimum) number of connected pairsvibich

P |[at least one wormholér 4,y4)] = p., holds. Then, from (1) we have the following result.

Theorem 1

_In(1—p,) _ _ln(l — Dw)
KO B 111(1 - ps) - Ds 7 (2)

where p; is given by the expression (18) in Appendix.

The result from Theorem 1 is common in stochastic geometry.
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3.3 Simulations and Model Validation

We investigate the proposed analytical model (see Appéibgixneans of simulations. We evalu-
ate probabilityP[at least one wormholéz 4, y.4)] as a function of parametefs, R,, n andd. In

our simulations we sek; = R, + R,. For each parameter, we perform 20 experiments as follows.
For each different value of a given parameter (ife,, K, n,d), we first generate randomly the
network topology withn regular nodes an& connected pairs (see Fig. 2(a)). Next, we throw
randomly N = 500 jamming regions (circles of radius;) in the deployment area of size x D.
Then we count the numbes;; < N of jamming regions for which there is at least one wormhole.
From this, we calculate the relative frequengy(/N) = ny/N. Finally, we average the results
obtained from 20 experiments and present them with 95% cemdielinterval.

The results are shown in Fig. 3 and Fig. 4, together with nigakresults obtained from the an-
alytical model developed in the previous section (and theekglix). As we can see from the
figures, the analytical model predicts quite accurafé[;at least one wormholez 4, yA)]. Other
interesting conclusions can be drawn from the figures. Wesearthat the increase in eithiey and

K results in a nearly linear increase®fat least one wormholér 4, y.4)]. We can further see that
the best “investment” for the network operator is to incectiee size of the exposure region (e.g.,
by using more advanced sensing mechanisms). For exampiegraase ofR?, of 20 units (from

80 to 100), for K = 300 andd = 200, results in an increase @f[at least one wormhole 4, y4)]

of around0.1 (Fig. 3(a)). However, an increase &f of 100 units 800 to 400), for d = 200
and R, = 100, results in nearly the same increase [t least one wormholér 4, y4)], i.e.,
around0.12 (Fig. 3(b)). Therefore, we can trade-off the number of wipadrs required with
the size of the exposure region (for example, by using movarazed sensing technology). The

advantage of increasing, versusK can easily be seen by taking the first derivativeRf =

11
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Fig. 3: P[at least one wormholér 4, y.4)] and relative frequencyy (500) vs. (a) the size of the exposure regiBn
and (b) the number of connected palfs We use 95% confidence interval.
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P[at least one wormholgér 4, yA)} with respect t, and K. From expression (1) we have

OP, _

OP, _
ops

K —Kps and — R Py —Kps

€ oK Ps€
Sincep, increases ink,, it follows readily that it is more advantageous to incre&sethan K.
From Fig. 3(a) and Fig. 3(b) we can further see that the calgth plays a major role; we note,
however, that this is partially because we tdke= R; + R..

From Fig. 4(a) and Fig. 4(b) we observe that increasirandd is beneficial only until a certain

saturation point; this can easily be deduced from our moeetidped in Appendix. Note that the
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average distances between connected peers are signyfisantter than the maximum length
The average distance between two connected nodes is abolind d (which is consistent with
the expected distance between two randomly selected goantsa disk of radiusl/2 [12]).

The results from this section show that although feasilble,solution based on pairs of nodes
connected through wires is expensive in terms of the numbeiires needed and their length.
In the following section, we propose and analyze an altermaind “light” approach to creating

wormholes.

4 Wormholesvia Frequency Hopping Pairs

The solution based on pairs of nodes connected through wasshe obvious major drawback
that it requires wires to be deployed in the field. Moreoverwa saw in Section 3.3, in order to
achieve a reasonably high[at least one wormholéz 4, y4)], the number of connected pairs (and
therefore wires) to be deployed can be very high. In this@egctve propose a solution similar to
the previous one, with the only difference that the pairsfammed exclusively through wireless
links resistant to jamming. By using a wireless link, not odtywe avoid cumbersome wires, but
we can also afford longer links between pairs. As we saw ini@e8.3 (Fig. 4(b)), the increase

in d (maximum length of a wire) has a profound impact/fat least one wormholer 4, y.4)].

4.1 Rationale of Frequency Hopping (FH) Pairs

In the solution based on coordinated frequency hopping paie distinguish two types of sensor
nodes. The first type aregular nodes equipped with an ordinary single-channel radio. The second
type are sensor nodes equipped with two radios: the regatho and a radio with frequency-
hopping (FH) capability (e.g., Bluetooth). We note that éhaiready exist several sensor platforms

with FH capabilities [1]. It is important to stress, howewdiat we do not propose to equip all the

13



nodes in the network with FH radios (a case study of Bluetoetisasr networks can be found
in [8]). The reason is that FH radios impose a substantialh@aed on sensor nodes in multihop
networks [8]. The need for “synchronization” (at multipeyéls) between senders and designated
receivers (synchronization of hopping sequences, timersypmization) may be a major reason
against the usage of FH radios in multihop wireless senderanks [8].

Instead, we propose to deploy a certain number of FH enaloldesalong with the regular nodes.
We assume that the attacker cannot jam the employed FH r@dice deployed (in the bootstrap-
ping phase; no attack takes place yet), each FH enabled mugflestio look for another FH node
among its FH neighbors. Once two FH neighboring nodes agré®mn a FH pair, they generate
a random frequency-hopping sequence (which is ideallyuenig the 2-hop neighborhood of a
given pair). In this work, we restrict each FH node to beingexher of, at most, one FH pair.
We denote withi-; the transmission range of the FH radio (i.e., FH nodes), &tigr; may be
different from the transmission rangg of regular nodes (radio).

The solution based on FH pairs is similar to the previous aased on wired wormholes. Here
again, our goal is to ensure that with a high probability Flitpform at least one wormhole in
the event of a jamming attack (see Fig. 2(a)). The importdfgrdnce with respect to the solution
based on wires is that the formation of FH pairs takes place tre nodes are deployed in the field
- the opportunistic pairing process. FH hopping enabled nodes will use some form giairing
protocol to discover their FH enabled neighbors and to eventualljnfarpair with one of them.
A simple opportunistic pairing protocol would be to let gvapnde advertise its availability until it
makes a FH pair with a randomly selected “available” nodéfails to find some “free” (available)
neighbor. The details of such a pairing protocol are out efgbope of this work. We expect it
to be probabilistic in natufe(for example, due to the probabilistic channel access nrésimgs).

For this reason (and because of the random deployment of Bbleshnodes), it is very likely that

2An alternative would be to use a similar approach as in theatilistic key pre-distribution schemes [4], where
the nodes would be pre-loaded with a certain number of FHesezps chosen randomly from a common pool.

14



Fig. 5: Opportunistic FH pairing process: the thick line seating FH nodeg and3 means that they form a FH pair,
while FH noded and4 remain “unpaired” {y; is the radio transmission range of the FH nodes).

some FH nodes will not find any “free” FH neighbor.

Consider the example in Fig. 5, where FH node3 and3 are all neighbors to each other (i.e.,
they are located within 5 of each other) and FH node 4 has no neighbors. The link between
nodes2 and3 means that they form a FH pair. Since we allow each node to berabar of at
most one FH pair, nodehas no “free” FH neighbors to form a pair with. Likewise, nadeas no
FH neighbors at all and so remains “unpaired” too. From timgpe example we can see that the
event that some FH nodd€orms a pair with its FH neighboring nodes not independent of the
status of the other FH nodes from thand;’s neighborhood. This fact makes the analytical study
of the FH pairs based solution far more difficult. We will nolaogy how to effectively overcome

this difficulty.

4.2 Analysisof the FH PairsBased Solution

Again, our goal is to estimat® at least one wormholér 4, y.)]: the probability that at least one
FH pair forms a wormhole from the exposure region to the megiot affected by jamming. As

we discussed in the previous section, due to the probabihstture of the pairing process, not
all deployed FH nodes are guaranteed to be a member of somaiEH @ better understand the
extent of this potential difficulty, we have conducted thiéoiwing simulations. We throw randomly

a certain number of FH enabled nodes in a deployment regisiz@D x D with D = 3000. Then

we combine FH nodes randomly into FH pairs, with the restnicthat a single FH node can be a
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member of at most one FH pair and two FH nodes can make a pgiiféhéy are within distance
dry = {50,100, 200,300} of each other. For each different transmission range anduh®er of
FH nodes, we generat@€0 network instances. For each instance, we count the numlibét phirs
created. The average number of FH pairs, with 95% confiderieevals, is presented in Fig. 6.
From this figure, we can see that except for modest transmissinges (e.gdry = 50), the
number of created FH pairs is sufficiently high. As expected,larger the density of the FH
nodes is the larger the number of created FH pairs is. Thexefath an appropriately selected
radio transmission range of FH nodes, we can ensure thasaaththe FH nodes will be effectively
used.

From the same set of simulations, we have extracted twoiadditvalues, namely the average
distance between two FH nodes that make a FH pair (the na@®adaliverage distance of a FH
link) and the corresponding standard deviation. On Fig. & show the normalized average dis-
tance between two FH peers and the corresponding standaediole as functions of the number
of the deployed FH nodes. We normalize the distance withesip the corresponding radio
transmission rangér. A striking result in this figure is that the normalized ag®alistance of
a FH link is approximately).66 = § irrespectively ofdry. Moreover, the standard deviation is

approximately.23.
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This result reminds us of the process of choosing a randomnt paiy) from the unit circle centered
at point (o, o). Then, we can calculate the expected distaA¢é&| between pointgz, y) and

(z0,yo) to be E[L] = 2 and the standard deviatist'D(L) = 1/1/18 & 0.2357. Indeed:

2xT 2xm

fla) = S = S5 =2, E[}:/lefL() /012x2:§

STD(L \//xsz (1)) =155 -

This results suggests that the random process of oppaituRid pairing exhibits behavior similar

©)

to the process of choosing a random point from the circle diisd - ; centered at the giveA H
node. To confirm this hypothesis, we performed another sexpériments. For the given trans-
mission rangel -, we partition lengthl-; into a certain number of mutually exclusive intervals,
each of the same size Then, we generate a large number of networks (for the fixegnpeters
dry, K and D) and determine the relative frequency with which distartwetsveen created FH
pairs fall into each interval. Finally, we compare the riglatfrequency with the corresponding
probability obtained from the probability density funetigiven in (3).

As can be seen from Fig. 8(a) and Fig. 8(b), the relative ®agy matches very well the probability
calculated from the postulated probability density fumiet{3). This is the case even for low values
of dpg and K.

This matching inspires the following approach to modeltimg creation of a random FH pair in the
opportunistic pairing protocol. Consider a FH nadbat is a member of some FH pair. Then, we
model the creation of this FH pair, from the FH nadepoint of view, as choosing a random point
from the circle with radiusiry, centered at node Moreover, since FH nodes are deployed ran-
domly and independently of each other, the creation of on@&iHis independent of the creation
of another FH pair in the random point choosing model. Thesmfthe independence between

different created FH pairg?[at least one wormholéz 4, )] can be calculated as follows:
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Krg _ FH
1_pFH) ~ 1 — e Krups

s ~

: (4)

P|at least one wormholer 4, y4)] =1 — (

wherepf# is the probability that a single FH pair forms a wormhole dtigy; is the number of
created FH pairs.

In order to calculatey”, we can proceed as in the case of the probabijlitfor wired pairs.
However, instead of calculating™ from scratch, we rather re-use the model developed for wired
sensor pairs (Section 3.2 and Appendix) by exploiting tinglarity between the solution based
on wired pairs and the solution based on FH pairs. In thisctdor, we will first establish the

relationship between the maximum wire lengtand the transmission range of FH nodgy;. As
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we will see, the important difference between wired paiis@H pairs is that the latter achieve the
sameP [at least one wormholer 4, y.4)] with transmission range,; smaller than the maximum
wire lengthd; i.e.,dpy/d ~ 0.6791.

Note first that there is a subtle difference in the way we méuedeployment of pairs connected
through wires and the way we model the creation of FH pairghénfirst case, we use so-called
“disk line picking” model, i.e., two points are selecteddamly and independently from the disk of
radiusg (d is the maximum cable length). A well-known result from stastic geometry says that
the expected distance between two randomly selected gomshe disk of radiug is %g [12].

In the second case, one point (FH najlés given and its FH peer is modelled as a random point
selected from the circle of radiuk-;, centered at the location of FH nodeWe have established
above that the expected distance between two such selegitedl {5 2dr;. Now, the key step in
our modelling is that for the gived;; we scalel (used in the expressions of Section 3.2) in such
a way that the expected distances between the random poithis fdisk line picking” model and
the random points in the model describing the creation of &irsare equal, that i%g = %dFH.

From this, it follows:

drm
. 5
0.6791 ®)

Now, in order to calculaté’ [at least one wormholér 4, y.4)] for the solution based on FH pairs,
we first scalel using expression (5) and ugeto calculatep;, = P[S] (see Section 4.3). Then,
for the given number of deployed FH nodes, we estimate theageenumber of created FH pairs

(see Fig. 6) and use this value Asin expression (1). In the following section, we evaluate the

proposed model.
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4.3 Simulationsand Model Validation

We investigated the proposed analytical model by meansraflations. We evaluated probability
P[at least one wormho||(arA,yA)} as a function of parametefsyy, R, dry andn. As before,
we setR; = R,+R,. For each parameter, we perform 20 experiments as folloarse&eth different
value of a given parameter, we first generate randomly theamnkttopology withn regular nodes
and Kry FH nodes. To simulate the FH pairing protocol, we iteratedcanly through the FH
nodes () and for each unmatched FH nodese try to find another unmatched FH node from
7's neighborhood. In case nodbas more than one free FH neighbdg matched with a randomly
selected one; note that some FH nodes may happen to remaataired at the end of the pairing
protocol.

Next, we throw randomlyV = 500 jamming regions (circles of radius;) in the deployment area
of sizeD x D. Then we count the numbes;, < N of jamming regions for which there is at least
one wormhole. From this we calculate the relative frequefieyN) = ny /N for each different
value of the given parameter. Finally, we average the resildtained from 20 experiments and
present them with a 95% confidence interval. To obtain thearigal results, for each value of
dry, we first scalel using expression (5) and then we plug resultirig expression (1) to obtain
P |at least one wormholér 4, y4)]. The values of< are obtained as the average number of created
FH pairs for different numbers of FH nodés-; (see Fig. 6).

The results are shown on Figs. 9-10, together with numergsallts obtained from the analytical
model. In the figuresis,,, represents the average number of created FH pairs. As weedros
the figures, the analytical model predicts quite accurafdit least one wormholér 4, 44)]. The
results obtained have identical properties as in the swidtased on pairs connected through wires.
The important difference is that the FH approach achievesame? at least one wormholér 4, y.4)]
with transmission ranges-; smaller than the maximum wire lengihi.e.,dpy/d ~ 0.6791 (ex-

pression (5)).
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5 Wormholesvia Uncoordinated Channel-Hopping

The solution based on the coordinated FH pairs, though singpill requires a certain level of

synchronization between the FH nodes that make a pair. $rstfation, we explore the feasibility

of a completely uncoordinatechannel-hopping approach. In this solution, we seek to create

probabilistic wormholes by using sensor nodes that are capable of hopping betweierctahnels

that ideally span a large frequency band. The major diflezdretween channel-hopping (CH) and

frequency-hopping is that with the former one an entire paiddransmitted on a single channel. In

other words, with channel-hopping, sensor nodes hop betdifferent channels (frequencies) in a
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Fig. 11: (a) A network example with channel-hopping listenéb) Example of scheduling for nodes 2, 4, 5 and 6,
with T; = 27, (the numbers above the packets represent channel indexes).

much slower way (per packet basis), as compared to classegalency-hopping (e.g., Bluetooth).

5.1 Rationaleof the Approach

In this approach, we can imagine that a part of the deployeéseor all of them - have channel-
hopping capabilities. Regular communication still takescplover a single channel, common to
all the nodes. We do not assume channel hopping nodes tohae edordinated or synchronized
(see an example of scheduling in Fig. 11). However, we asshatall the channel-hopping nodes
share the common pool of orthogonal channels.

When a channel-hopping sensor node senses the presencdtatcigrait first tries to transmit the
report about this event to its neighbors. Each such a repotild be acknowledged by intended
receivers. In case no (or very few) acknowledgment is reckithe node can conclude that an
attacker is obstructing his communication. The node thetckes to the channel-hopping mode
and repeatedly transmits the same report over differenbganal channels. In order for this report
to potentially be received, the transmitting node must hetvieast one neighbor (with channel-
hopping capabilities) that listens on one of those channgte that we do not assume the two
nodes to be synchronized or coordinated. Therefore, thatades will happen to occupy the same

channel only with some probability. Note also that the &acan potentially jam this channel.
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We can likewise envision a scenario in which a set of speadtelaying-only nodes are deployed.
Relaying-only nodes would spend most of the time in the lisigmode, hopping randomly among
the available orthogonal channels.

When such a node happens to receive the report from the exp@sgion, it can forward the report
further either over the regular channel or by entering inci@nnel hopping mode.

For this approach to work, we have to ensure that it is notaefft for the attacker to destroy a
whole packet by simply flipping a one or a few bits of the packetherwise, a fast-hopping at-
tacker could easily destroy all the packets transmitteduagkty hopping between the operational
channels and jamming every channel for a very short peridor&. By encoding packets using
appropriate error-correcting codes (elgw-density parity-check (LDPC) codes), we can achieve a
certain level of resistance against jamming [10], which agetare by the notion of @mming ratio
(defined in the following section). In this way, we can “kedpé attacker “busy” on one channel
for some minimum amount of time (which will depend on the jaimgnradio), while giving an

opportunity to transmissions on the other channels to ssteky finish.

5.2 System Model and Assumptions

Let us first introduce some notations. Lelenote the set of nodes from the exposure region, which
have the channel-hopping capability and which have at teasthannel-hopping neighbor outside
of the exposure region: in Fig. 11(d)= {1, 2, 3,4,5}. LetO be the set of channel-hopping nodes
that reside outside of the exposure region and that havestt dme channel-hopping neighbor in
the exposure region: in Fig. 11(a&),= {6,7,8,9,10}. Also, let/; be the set of channel-hopping
neighbors from/ of node: € O: in Fig. 11(a),/s = {2,4,5}, I; = {2}, Is = {1}, I, = {1,3} and

Lo = {4}.

We assume that there ape + 1) orthogonal channels available to the sensor nodes. Onaehan

is reserved for the normal mode of operation, i.e., wheneti®ino attack. We further assume
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that the nodes from the sétalways transmit, whereas the nodes from the(3etre always in
the listening mode. Both the transmitting nodes and thenlistenodes randomly hop between
different channels, i.e., the probability of selecting giwen channel for the next hop 1gm. We
assume that an attacker knows this strategy, includingttherels allocated for hopping.
Further, we denote witth, andT; the duration of a packet transmitted by nade I and the period
during which nodg € O is listening, respectively. By settii§ > 27,,, we can ensure that even if
J € O andi: € I; are not synchronized, at least one packetwill fall within period 7; of listener

J (see Fig. 11(b)). In our analysis we det= 27,,.

We characterize the strength of the attacker by the follgwivo metrics: (i)channel sensing time

T, (i.e. the time it take to scan a given channel to detect sortietgg and (ii) the number of
channelsn; that the attacker can jam simultaneously. We denote Witthe minimum jamming
period that the attacker has to jam a given transmission derato destroy the corresponding

packet. Finally, we define tHamming ratio (p;) as follows,

U
~
|3

€

p; e L <1, (6)

-

The higherp, is, the more resistant are the packets to jamming. Note titag@ame makes sense
only if the jamming ratio is sufficiently high. In [10], Noutand Lin present a set of different cod-

ing strategies (based ¢éow-density parity-check (LDPC) codes) that can achieye= 0.1 — 0.15.

5.3 Attacking Strategies

We assume that the attacker does not have information abtertal collisions between multiple
simultaneous transmissions by nodes from/séte less information about sétthe attacker has,
the more realistic this assumption is. We next derive a regde jamming strategy for the attacker
in our model.

Clearly, if the attacker visits (scans) a given “busy” chdr{opecupied by transmission), it is op-
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timal for him to jam it. Otherwise, the attacker would not ckehis channel in the first place.
The attacker has two alternatives: (1) first scan a chanmkdren jam it if necessary, and (2) jam
every channel visited (without scanning it). When scannimgnoels, the attacker spends either

or T, + T; per channel, depending on whether the visited channel ig d@usot. This strategy is
advantageous for the attackeflif < 7; and if the attacker has fast enough hardware to sense the
channel. Otherwise, jamming every channel visited for tin@tion7; may be a better choice.

Let us now consider a fixed packet (carrying a report abouttiaeker's presence) that can poten-
tially be received by some listening nodle O. To destroy this packet, the attacker needs to jam
the channel on which the packet is being transmitted befdraction (1 — p;) of the packet has
been transmitted because packets are “protected” with &.8bde. Assuming that the attacker
adopts the strategy by which he simply jams every channiédishe has at most

4| o

J

chances to jam the “correct” channel (the one carrying thedfigacket). Because transmitters
choose their channels uniformly at random (i.e., with plolitg 1/m, m being the number of
orthogonal channels) and from the attacker’s point of view packet transmitted can potentially
be received by some listening node (i.e., the attacker hasfaomation about seD, the set of
listening nodes), the best that he can do is to choose ragdonifferent channels (see equation
(7) above) and jam those channels for a duratioof The probabilityp;.,, that the attacker

successfully jams the fixed packet can thus be bounded asvioll
_ F _ 1J m; ®)

If the attacker chooses to scan channels before potenjgaiiyning the occupied ones, thep,,,

can be approximated asin { {%J L 1}, whereT is the expected time that the attacker

m
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spends per channel visited; note tfat< T < T; + T,. Therefore, the attacker's advantage to
jam successfully a fixed packet increases (at most) linegtty m; (the number of channels that
he can jam simultaneously). As a countermeasure, the netwpmrator can potentially increase
the jamming ratio;, the number of hopping channets and the number of transmitting nodes
(I1]). Note, however, that the valuesfand|/| should be carefully controlled in order to avoid
degradation in reporting performances due to the fact ibi@ning and transmitting nodes are not

coordinated, and likewise due to the increased number aflgmeous transmissions.

54 Performance Analysis

We carried out an evaluation of this approach using simaatiwritten in Matlab. For the given
attacker, we are interested in calculating the average aump,.. of time slots until the first report
(from the exposure region around the attacker) is receiyednly listening node located outside
the exposure region. Here, each time slatjsong (i.e., equal to the time it takes to a sensor node
to transmit a packet).

In our simulations, we consider aptimal attacker who knows in advance which channels are
to be active, thus avoiding the cost of visiting non-actitiammnels (equivalently, the sensing time
T, = 0). However, in these simulations, we consider the case with= 1 (i.e., the attacker
jams at most one channel at a time). We have implemented tberilog attacking strategy: every
T; period, the attacker chooses one channel that has not bsigadvior the longest time among
currently active channels.

We perform the following experiment for 20 randomly genedatetworks of sizé& x D, with D =
2000. For every network, we first deploy uniformly at randdmlistening (relaying) nodes ant,
channel-hopping transmitting nodes. Then, for every n&twe pick randomly the location of the
attacker. The attacker’s location, together with the radiuthe exposure regioR, and the radius

of the transmission rangk;, define setd andO. For each such a scenario and fixed number
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Fig. 12: Average numbeN ... of time slots before the first packet is successfully reakivben (a) the attacker is
not active (does not jam), and (b) the attacker is active. ¥é95% confidence intervals.

of hopping channels, we generate 50 random (hopping) stethr both the transmitting nodes
(from setl) and the listening nodes (from s@). We emulate de-synchronization between the
nodes by randomly shifting the generated schedules in tkoe every set of random schedules,
we record the time slot at which the first packet from the eyposegion is successfully received
by any node fromO. We repeat our experiments for a different numbeof hopping channels.
For each fixed channel number, we average the results abes x 50 above experiments.

The results are presented in Fig. 12(a) and Fig. 12(b), 9%ith confidence interval. On Fig. 12(a),
we plot the results for the case when the attacker is noteackvom this figure, we can observe
that the average numbér,,.. of time slots before the first success decreases in the nuafiber
orthogonal channels:. It is important to observe that fon = 1 we do not necessarily have
collisions at the listening nodes all the time. The reasahas, depending on the node density,
for some listening nodé € O, we will have|l;| = 1, with a high probability. Another important
observation is thalV .. decreases in the density of transmitting nodes fronT §ee., in N,, for
fixed D).

Next we observéeV,,.. in scenarios with an active attacker. The resultsgor= {0.1,0.15} are

shown in Fig. 12(b). Note that, = 0.1 andp,; = 0.15 imply that the attacker can jam successfully
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0

atmostl /0.1 = 10 and1/0.15 ~ 7 packets during time peridf},. In this figure, the curve obtained
for N, = 2500 and no attacker case serves as a reference point. As expiectdte values ofn
very close to (or lower thary)j*l, N suee grows sharply, essentially meaning that the network will

fail to deliver alarms. However, as grows abovep; ! the value ofN,,.. stabilizes at reasonably
small value. For example, fa¥;, = 3000 andp; = 0.1, Nyued m=15 = 15 and Ngyee] im0 ~ 11.
From this figure, we further observe that as we increase #ista@ce of packets; to jamming,
we can achieve a significant reduction¥iy, ..

On Fig. 13(a) and Fig. 13(b), we plot histogram (distribojiof the number {,..) of transmis-
sions before the first success far= 20. From the two figures we can see that the frequency of
N, resembles geometric distribution (a somewhat expectedtye©n Fig. 13(a), we can ob-
serve a jJump aiV,,.. = 70. This is because we round all the realizations witl).. > 70 down to
value of70. Finally, we can observe that variance of tNg,.. is much higher in the casg = 0.1
compared tp,; = 0.15. This can be explained by considering,.. as a geometric random vari-
able with variancé” AR(Ngy..), whereV AR(Ngye.) = 1;% andp, is the probability that at least

one report leaves the jamming region in a single time slotushtion7,,. As p, increases irp;,

varianceV AR(N,..) simply decreases.
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6 Redated Work

Recently, the issues of jamming detection and preventioniialegs sensor networks have re-
ceived significant attention. In [3], Wood and StankovieHhyi study potential techniques to avoid
jammed regions. A more elaborate study was presented by Watadkovic and Son in [13].
In this work, they propose a proactive protocol that firsedet and then maps the jammed area.
In their approach, each node is assumed to have a detectdolenthat periodically returns a
JAMMED or UNJAMMED message. The message output by the detection module isribefchst
locally. In our approach, however, we propose reactivetgola that do not require periodic ex-
change of information. Xu et. al. [15] propose two counteaswes for coping with jamming:
coordinated channel-hopping and spatial retreats, botthath require the nodes to be well syn-
chronized and coordinated. It is not clear that the solubased on spatial retreats is appropriate
for sensor networks. In [15], Xu et. al. study the feasipitit reliably detecting jamming attacks.
They show that reliable detection can be a challenging taslkreless sensor networks. Moreover,
all the proposed detection mechanisms are by their natogefive. In [10], Noubir and Lin show
how to use low density parity check (LDPC) codes to cope wittmjgng. In [7], Karlof and Wag-
ner introduce a new attack against wireless sensor netwatlesl sinkholes. In [9], McCune et al.

propose a scheme for the detection of denial-of-messagekaton sensor network broadcasts.

7 Conclusion

In this paper, we have described in detail how an attackentwsk some events by stealthily jam-
ming an appropriate subset of the nodes. We have shown hes Hieacks can be thwarted by
means of probabilistic wormholes based on wires, frequéopping and uncoordinated channel
hopping. We have developed appropriate mathematical mddethe solutions based on wired

and frequency-hopping pairs and we have quantified the prityeof success in all three solu-
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tions.

It is clear that the space of investigation of this area isehu@ther solutions can be envisioned,
and for the three that we have presented, the influence of pitameters can be studied. Yet, we
believe that this work provides useful insights on how torgiiy the effectiveness of wormhole-
based defense mechanisms. In terms of future work, it woelidteresting to evaluate the perfor-
mance of hybrid solutions, by combining the three approsigneposed in this paper. The effect
of interference between nodes that belong to two or more jaginegions (and its dependency on

the node density) is also a subject for future work.

Appendix: Analytical model for the solution based on wired pairs

For the given attacker, located at pofats, y4) = (0,0), we want to calculate the probability that
at least one wormhole exists from the corresponding expamgion into the region not affected
by the attacker’s jamming activity, i.ef at least one wormholér 4, y.)].

To model the random deployment of connected pairs we proaeéallows. Let us consider con-
nected pair(4,5) in Fig. 14. We first choose a poiltt4 5, y45) uniformly at random fronD.
Next, we draw (or, rather, imagine)d@ployment disk of radiusd/2 around the poinfz, s, y45)

(Fig. 14). Finally, we choose two poin{s,, y4) and(zs, ys), uniformly at random and indepen-
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dently, from the area enclosed by the deployment disk cedt@t(x, 5, v, 5); (x4, y4) and(zs, ys)
then correspond to the positions of connected nddmsd5, respectively (Fig. 14). Note that the
deployment disk (with diametef) ensures that the link (wire) between nodeand5 does not
exceed the maximum length @f This procedure is then repeated (independently) for eatiiteo
K connected pairs to be deployed.

More formally, with each connected pdit, j) to be deployed in the deployment regi@h we
can associate three 2-dimensional random varialies:= (X, ;. Y;;), P, = (X;,Y;) andP; =
(X;,Y;), whereX;; € [0,D] andY; ; € [0, D] are uniform (continuous) random variables, and
(X;,Y;) and(X;,Y;) are (jointly continuous) uniform random variables takirsgues from the set
{(z,y) : (x—z:;)*+(y—yi;)? < (d/2)?, for fixed (z; ;,y: ;) € D }. Thus, for the given connected
pair (i, j), P, ; describes the location of the center point of the correspondeployment disk,
while P; andP; describe the locations of nodeandy, respectively.

Let us consider a single connected irl). To calculateP at least one wormholer 4, y4)], we

first define the following event:

s {the connected paitt, /) forms a wormhole from the exposure region arogng, v 1)

to the area not affected by jammihg

It is important to stress here that we require a wormholew@gs involve at least one regular node,
even in cases when the connected pair itself is sufficienbrim fa wormhole from the jamming
region (for example, this may happen when R, + R;).

Let P[S] be the probability of event and letp, denote the value oP[S]. Expression (1) in
Section 3.2, gives a relationship betweRff] and P[at least one wormholér 4, y.)]. For this
reason, we next calculate = P[S].

From the definition of the random varialdR, ; = (X, Y%,), we know that its probability density
function satisfiesp, ,(z,y) = fx,.v.,(z,y) = 1/D* Then, by the law of total probability we

can write forP[S]:
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Fig. 15: Examples where connected pdirl) cannot create a wormhole (note that only a part of the jammégpn
is shown): (a) An example where connected géirl) cannot create a wormhole witR; < d/2; (b) An example
where connected pafk, /) cannot create a wormhole wifR, > d/2.

9]

Observe now that for many points, y) € D, we will have P[S|Py,; = (z,

S’Pkl (I,y)]fpkl(l’,y)dl’dy : (9)

y)] = 0. For example,
P[S|Py,; = (x,y)] = 0 for all points(x, y) that happen to be located far enough from, y4) =
(0,0), that is, points for whichlist{ (z,y), (0,0)} > R, + d/2, wheredist{(z,y), (0,0)} is the
Euclidian distance between poirts, y) and(0,0) (see Fig. 15(a)). Likewise, faf/2 < R, if
dist ((z,y), (0,0)) < Ry — d/2, thenP[S|Py; = (z,y)] = 0 as well (see Fig. 15(b)); in this case,
sinceR; > R, + R,, neither node: nor node! can reach any regular node that is located outside
of the jamming region. Therefore, using the polar coordigét, y) = (r cosd,rsinf), where

r = dist{(z,y), (0,0)}, expression (9) can be rewritten as follows

D2 /%ETRS

0€lo, 27r

(S|P, = (rcosf,rsind)|rdrdd , (10)

dif 4 For notational simplicity we will use

2

wherer = R, — < Ryandr = 0if ¢ > R,
P[S|Py,; = (r,0)] as the shorthand faP[S|P; = (rcosd,rsind)].
We next calculate” S|P, = (r,0)], to be able to calculat®[S] from expression (10). For this

we need some additional notation. We first define the follgvanent:

Wy = {one node of the connected péir, () is located within the exposure region and the
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other outside of the exposure reg}on
For example, for connected pdit, /) = (1,2) in Fig. 14, event¥; has occurred. Furthermore, we
define the following event:
W, = {for the connected paifk,!) there exists at least one regular node that is located
outside of the jamming region but within the transmissiangeR; of eitherk or l} .
For example, for connected pak, ) = (1, 2) in Fig. 14, eveni¥, has occurred, since no@éas
regular node 3 that is located within node 2’s radio transimisrange and outside of the jamming
range. Itis easily seen that, givél) > R, + R,, eventS happens if and only if both evehit; and

eventl¥, happen, i.e.S = W; A W,. From this we have the following:

P[S|Pk7l == (T, 9)] == P[Wh W2|P/€’l == (T’, 0)] == P[W1|P/€J == (T’, 8)]P[W2|W1,Pk’l == (7”, Q)] .
(11)
Since the positions of peer nodksand! are chosen randomly and independently in the corre-

sponding deployment disk (of radidg2) centered atx, y) = (r cos 6, rsin §), we have:

[Au(r,0)]  (d/2)*m — |Ai(r,0)]

P[W1|Pk71 = (T, 9)] =2X (d/2)27r X (d/2)27r ,

(12)

where A, (r,0) is the set of pointgz,y) € D that are located in théntersection region ob-
tained as the intersection between the deployment diskhéptir(k,[)) centered atx,y) =
(rcos 8, rsinf) and the exposure region (see Fig. 16), aadr, 0)| denotes the area (not the set
size) of this intersection region.

From Fig. 16 we can observe that, (r, )| = |A;(r)|, i.e., the aredA, (r, #)| does not depend on
g; note that this is the consequence of setting, y4) = (0,0) and our assumption that jamming
and exposure regions are contained completely within tpéogiment arei The value of A, (r)|

can be computed by the well-known formula for the area ole&ito-circle intersection.

3By relaxing this assumption, intersection areistake more complex forms, which significantly increases the
complexity of their evaluation.
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Next, we evaluate the conditional probabili&\V,|W,, Py, = (r,0)]. Since eveni¥; has hap-
pened, it means that one node from the observed paly resides in the exposure region (say node
k) and the other one (nodgis located outside of the exposure region. But, this impghes node
k has no neighbors among regular nodes that are located @watside jamming region. Then, the
eventlV, conditioned oril/; (which we denote WitIWQ) actually reads:

W, = {nodel has at least one neighboring regular node that is locatesideusf the jam-

ming regior} .

Therefore,

P[Wy|Wy, Py = (r,0)] = P[Wa|Pry = (r,0)] . (13)

Let us denote withDisky;(r, ) the set of all the points from the p&k,()’s deployment disk,

centered atx, y) = (r cos 0, rsin §) (see Fig. 16). Then, by the law of total probability we have:

P[Pt = (r,0)] = / /( o PIVP = ) < e )y, 1)

whereA, (r,0) = Disky,,(r,0) — A (r,0), P, is the 2-dimensional random variable describing the

location of nodd, and fp, (z,y) is the probability density function of the location of noldehat
is,
1 1

= = = r).
el ) = TGy ~ ) o)

Recall,

Aq(r,0)| = |A1(r)| (see Fig. 16).
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Since the regular nodes are deployed uniformly at randof, we have for(z,y) € A(r,0):

~ A " 2
Pmmezuwﬂ=1—(1—L3%¥m) 1kl (16)

where Ay(x,y) is the set of points from the nodis transmission region, which does not fall in
the jamming region (see Fig. 16)4,(x,y)| is the area of this region, andis the number of
regular nodes deployed. Note that the approximation inesgon (16) is valid for large and
|Ag(z,y)| << D2

Now, by combining expressions (11)-(16), we can calculjjte| P, = (r, #)] as follows

P[S|Py; = (r,0)] L PW1|Py; = (1,0)| P[Wa W1, Py = (r,0)]

—
|22

= P[W1|Py,; = (r, 9)]P[V~V2|Pk,l = (r,0)]
D P[Py = (r.6) / / P[Py = () o (2, y)dady
(z,y)€AL(r,0)

D PPy = (r,0)]fo (1) //( | FIRIP = @ty (17
|

4] (/2P = Ay 1
@2 " @RPr (@R )

X // [W2|Pl = (z,y)|dzdy
(z,y)EA1(r,0)

(©) 32\141 |// 1_6 n‘A?J(;U)‘>dxdy,
(z,y)€A( T6')

where (1) follows from the expression (11), (2) follows frdine expression (13), (3) follows from

@2><

(14), (4) follows from the fact that for fixed the probability density functiorfp, (r) is a constant
(see the expression (15)), (5) follows from the expressfd@@¥% and (15) and the fact that the area
|A;(r)| is independent of, and finally (6) follows from the approximation in the expsies (16).

Finally, by plugging the expression (17) in the expressid) (ve obtain

64 nlAg(z,y)|
P[S] & 5 / // (1= %) dudy o |4 rdr, (28)
D2dtm Te[g,mg]{ (2y) €A1 (r)
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where we used the fact thiat,(z, y)| (and thereford 1 —exp(—n|As(z,y)|/D?)}) is independent
of § (see Fig. 16).

Due to the complex expressions for areds(r)| and| Ay (z, y)|, integrating analytically the result-
ing expression fo[S] is very hard. For this reason, in Section 3.3 we solve theesgion (18)

numerically and validate it by simulations.
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