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ABSTRACT

A wildland fire-behavior module, named WRF-Fire, was integrated into the Weather Research and

Forecasting (WRF) public domain numerical weather prediction model. The fire module is a surface fire-

behavior model that is two-way coupled with the atmospheric model. Near-surface winds from the atmo-

sphericmodel are interpolated to a finer fire grid and are used, with fuel properties and local terrain gradients,

to determine the fire’s spread rate and direction. Fuel consumption releases sensible and latent heat fluxes

into the atmospheric model’s lowest layers, driving boundary layer circulations. The atmospheric model,

configured in turbulence-resolving large-eddy-simulation mode, was used to explore the sensitivity of sim-

ulated fire characteristics such as perimeter shape, fire intensity, and spread rate to external factors known to

influence fires, such as fuel characteristics andwind speed, and to explain how these external parameters affect

the overall fire properties. Through the use of theoretical environmental vertical profiles, a suite of experi-

ments using conditions typical of the daytime convective boundary layer was conducted in which these ex-

ternal parameters were varied around a control experiment. Results showed that simulated fires evolved into

the expected bowed shape because of fire–atmosphere feedbacks that control airflow in and near fires. The

coupled model reproduced expected differences in fire shapes and heading-region fire intensity among grass,

shrub, and forest-litter fuel types; reproduced the expected narrow, rapid spread in higher wind speeds; and

reproduced the moderate inhibition of fire spread in higher fuel moistures. The effects of fuel load were more

complex: higher fuel loads increased the heat flux and fire-plume strength and thus the inferred fire effects but

had limited impact on spread rate.

1. Introduction

Wildland fire modeling describes a broad range of

approaches aimed at understanding and anticipating fire

behavior—the way in which a fire ignites, develops, and

spreads, and phenomena arising from it—as well as

secondary fire effects. Fire behavior includes the rate at

which the flaming front (the interface between burning

and unburned fuel) advances, the heat-release rate

(which is related to the burning intensity), and phe-

nomena such as the bowing forward of the flaming front,

the transition from surface to crown fires, and extreme

fire activity such as fire whirls. Fire effects include eco-

logical and hydrological effects on the landscape, such as

the percentage of forest fuel consumed in prescribed

fires, tree mortality, and soil impacts, and air-quality im-

pacts such as the emission rate, components, and cumu-

lative quantity of smoke produced. Here, we introduce

and apply a modeling tool that couples a numerical

weather prediction (NWP) model with a wildland fire-

behavior module that represents the growth of a fire

propagating through surface fuels. It is hypothesized that,

by using a few semiempirical relationships to parame-

terize physical processes of a fire that are not resolvable at
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atmospheric-modeling grid scales, commonly observed

wildland fire behavior including the documented dif-

ferences among fires evolving in different environmen-

tal conditions will naturally result. This occurs through

interactions of physical processes in the simulations—to

be specific, the dynamical exchange of forces between

thefire and its atmospheric environment (‘‘fire–atmosphere

interactions’’).

Firefighter training materials (National Wildfire Co-

ordinating Group 1994) have historically taught that

three external environmental factors affect wildland fires:

weather, fuel characteristics, and topography. These are

still the primary parameter inputs to a wide range of

surface fire-behavior models. Fuel factors include the

fuel type; the mass loading per unit area; physical

characteristics of composite fuel beds such as the parti-

cle sizes, depth, and packing density; and time-varying

characteristics such as live and dead fuel moisture. To-

pographic factors emphasize the terrain slope but also

include orientation toward the sun; barriers that can

interrupt the fire spread such as creeks, roads, and un-

burnable fuel; and topographic arrangements that lead

to airflow effects such as narrow canyons. Of the three

external factors, the most rapidly changing is weather

(primarily fields such as wind, temperature, relative hu-

midity, and precipitation). Wind changes, brought by

phenomena such as fronts, downslope windstorms, con-

vective downdrafts, sea and land breezes, and diurnal

slope winds, can be particularly important because they

can suddenly change the fire’s direction and behavior.

This core knowledge is evolving. Although fire-behavior

models such as BehavePlus (Andrews et al. 2008) and

Fire Area Simulator (FARSITE; Finney 1998) treat the

three environmental factors as independent influences,

they are not. Weather affects wildfires through fuel and

terrain by controlling the fuel moisture through pre-

cipitation, ambient relative humidity, and increased

evaporation driven by winds and by complicating the

fire-spread-accelerating effect of steep slopes with to-

pographically induced accelerations. Weather and ter-

rain combine to produce distinctive topographic airflow

regimes. Fuel properties vary with topography because

plant productivity varies with elevation or with the as-

pect with respect to the sun. Fuel properties respond to

local precipitation and temperature variations with high

spatial variability. Moreover, it has long been recog-

nized that fires ‘‘create their own weather.’’ That is, the

heat and moisture created by the fire feed back into the

atmosphere, creating intense winds that drive the fire’s

behavior, sometimes overwhelming the effect of ambi-

ent winds. This evolving picture of the complexity and

interaction of the forces shaping fires has been in-

troduced into numerical models. In their presentation of

coupled models of cloud-scale NWP and wildland fire

behavior, Clark et al. (2004) showed that simulated fires

reproduced basic aspects of fire behavior such as the

evolution of the ‘‘universal fire shape’’ (Albini 1993).

This naturally occurring bowed shape of a fire front

expanding in uniform, constant winds, is composed of a

heading region (the fastest-spreading, highest-intensity

leading edge), the flanks along each side where winds

are shaped by the fire to be parallel to the fire, and the

low-intensity backing region that creeps slowly against

the wind.

Three fundamental concepts widespread within at-

mospheric science are emerging as central to further

progress in wildland fire science. First, in contrast with

the hypothesis that surface weather stations and di-

agnostic surface wind models sufficiently indicate the

winds driving a nearby fire (e.g., Potter and Butler 2009),

the complex time- and space-varying nature of weather

has an important, perhaps dominant, impact on the evo-

lution of a wildland fire. For example, simulations (Coen

and Riggan 2010) using the Coupled Atmosphere–

Wildland Fire–Environment (CAWFE) model showed

that during the Esperanza Santa Ana–driven wildfire

complex, transient, three-dimensional atmospheric

channeling and wave dynamics generated by mountains

and small-scale topographic lee effects caused strong

near-surface gusty winds that drove the fire rapidly to

the west-southwest, even though the closest surface

stations recorded easterlies. This suggests an important

role for wildland firemodels that incorporate a full NWP

model to simulate three-dimensional, time-varyingweather

and impacts on the fire.

Second, dynamicmodels, that is, models that calculate

the forces causing motion (in contrast to kinematic

models that calculate rate of motion without regard to

the forces causing it), are necessary to represent the

exchange of forces between the atmosphere and fire

(Coen 2011) and to uncover the physical basis for fire

phenomena. Kinematic models, which are the most

prevalent type used in wildland fire modeling [e.g.,

FARSITE (Finney 1998), BehavePlus (Andrews et al.

2008), and Prometheus (Tymstra et at. 2010)], have been

widely applied in estimating rates of spread of fires in

various terrain, fuel, and wind conditions—in particular,

when quick estimates are needed in field applications.

Their limitations appear in attempts to apply them

beyond estimates of the rate of spread to anticipate

changes of behavior arising from fire-generated winds,

dynamic interactions such as blowups, interactions be-

tween multiple fires, and fire phenomena such as fire

whirls. For these issues that involve the exchange of

forces between the fire and the atmosphere, dynamic

models are required. By isolating the fire’s effects on the

JANUARY 2013 COEN ET AL . 17



atmospheric environment, a previous study (Coen 2005)

showed that the fire’s impact on the ambient wind ve-

locity can be as great as several meters per second even

5 km away, can create on the order of 108 of buoyancy

near the surface, and, in the case of large fires, can pos-

sibly become the dominant weather event in its vicinity.

A third factor not widely recognized in wildland fire

science is that, although all computational fluid dy-

namics (CFD) models attempt to represent the fluid-

dynamics exchange of forces with and heat transfer from

wildland fires, the scale at which the equations are closed

and the parameterizations used in closing the equations

differ widely across CFD model type. NWP models are

a subset of CFDmodels that are designed to capture the

processes controlling weather patterns at scales ranging

from continental scales (i.e., thousands of kilometers)

down to local topographic scales (on the order of 10 m).

Their attributes influencing winds and fire behavior in-

clude the initial background atmospheric state, ther-

modynamic heating and accelerations arising from

vertical motions in a stratified atmosphere, the effect of

terrain on airflow, calculation across several orders of

magnitude in spatial scales frequently employing nesting

of grids for spatial refinement, cloud-physics processes

and the thermodynamic effects of phase changes on

atmospheric motions, and extensive representation of

atmospheric coupling with surface properties and pro-

cesses in the atmospheric boundary and surface layers.

Thus, we distinguish between two types of CFD models

that are both referred to as coupled atmospheric–fire

models: 1) those that typically simulate fluid flow in small

domains (i.e., less than 1 km3) (e.g., Linn et al. 2002;

Mell et al. 2007), neglecting some or all terrain effects,

buoyancy effects from vertical motions in a stratified

atmosphere, and phase changes associated with cloud

formation, and 2) those simulating fluid flow with NWP

models that bring forth the influences on fire behavior of

synoptic pressure gradients, atmospheric stratification,

cloud forcing, frontal passages, complex terrain, diurnal

variability, and land surface coupling. Examples of the

latter include the models of Clark et al. (2004) and Coen

(2005) and the model discussed here. Mandel et al.

(2011) describe an intermediate software build of the

Weather Research and Forecasting model (WRF) be-

tween version 3.2 (V3.2) and V3.3 (V3.3 was incomplete

at the time of their submission) that they modified, for

example, to include heuristic approximations for reduction

of near-surface wind speeds and assumed relationships

between land surface properties and fuel parameters;

these approximations were not included in WRF V3.3.

Their model does not include later V3.3 additions to the

atmospheric component and fire module, corrections to

programming implementations in the rate of spread, and

corrections to backing and zero-wind rates of spread.

Mandel et al. (2011) gathered applications of the model,

including an application to crown fires, where the sur-

face fire-rate-of-spread algorithm predicts that fires will

creep through forest litter such as needles, twigs, and

fallen leaves. The need for dynamicmodels such as these

that represent the evolving three-dimensional weather

and the feedbacks with wildland fires motivates this

work.

Evaluation of coupled atmosphere–firemodels requires

a combination of studies and complementary approaches,

each of which has strengths and weaknesses. One ap-

proach is to compare simulations of individual wildland

fire events with measurements. No datasets complete

enough to rigorously constrain and evaluate these more

complex models exist, however—datasets collected be-

fore the past few years were designed with the models

available at the time in mind, and, as a result, coupled

models have been validated piecemeal, for example, by

evaluating gross characteristics of simulated fires such as

the rate of spread of the leading edge. For example, two

historical datasets are presented by Cheney et al. (1993)

and Cheney and Gould (1995). They collected fire-

spread observations in hundreds of grass fires, relating

fire rate of spread to ambient wind speed and fuel con-

ditions. Cheney et al. (1993) presented time series of 2-m

wind speeds and evolution of one fire’s shape at 2-min

intervals.Mell et al. 2007 used this fire to test simulations

with a coupled atmosphere–fire model using several

constant ambient wind speeds and various ignition line

lengths but were limited to comparing the rate of spread

of the leading edge and growth of the fire perimeter. Even

in such simple experiments, the shifting wind speed and

direction affected the evolution of the fire shape (Cheney

andGould 1995), and the ambient wind speeds measured

concurrently at four corners of a plot varied from 3 to

6 m s21 with little apparent correlation. A more recent

dataset (Clements et al. 2007) that was designed to study

the structure of a flaming front captured measurements

of winds and heat fluxes during the fire’s passage, accom-

panied by nearby vertical profiles and surface weather

stations recording time series of temperature, humidity,

and wind. These measurements potentially enable mod-

elers to evaluate model representations of internal feed-

back processes. [Mandel et al. (2011) compared simulated

updrafts with those measured on an instrumented tower.]

This dataset lacks the spatial maps of fire progression at

frequent intervals that are required to validate two- or

three-dimensional models, however. Moreover, in small

experiments that are not dominated by strongmesoscale

or synoptic forcing, small features in the terrain, land

surface, fuel distribution, and atmosphere [e.g., the wind

shifts in Cheney and Gould (1995), the atmospheric
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structure from the recent frontal passage in Clements

et al. (2007), and the structure of boundary layer tur-

bulence] may all be of primary importance.

The lack of complete datasets is compounded in

landscape-scale fires. Some notable attempts to produce

datasets for evaluating a range of models have beenmade,

including experimental burns such as the International

Crown Fire Modeling Experiment (Alexander et al.

1998) and ‘‘FROSTFIRE’’ (Hinzman et al. 2003) in

boreal forests and Project Flambeau (Palmer 1981),

which demonstrated the generation of fire winds in

a firestormlike experimental burn. Again, these are in-

complete from the perspective of coupled atmosphere–

fire models, contain periods of natural fire runs that last

only minutes, and lack information on to where the fire

has grown in short time intervals. As noted by Kremens

et al. (2010), measurements must be commensurate with

the scale of the phenomena—detailed ground-based

measurements of radiant energy release such as those in

Butler and Dickinson (2010) would not be representa-

tive in large fires because of the variability along a fire

line (Riggan et al. 2010). Airborne infrared instru-

mentation such as FireMapper provides spatial maps of

fire activity at frequent return intervals, but estimates of

spread rate become challenging in landscape-scale fire

data because flank runs and wind shifts make it difficult

to connect point to point how far a fire spread (and

therefore what the rate of spread was) between passes. A

landscape-scale case study makes it difficult to identify

which of many atmospheric or fire-module parameters

are affecting the simulation without prior sensitivity

tests such as we present here. In addition, the purpose of

using coupled models goes far beyond simulating the

rate of spread of the leading edge of the fire or the

growth of the fire’s perimeter under fixed assumptions

about the fire-line shape. Although coupled models

produce those things, a much broader purpose is to ex-

plain fire phenomena, many of which have been pho-

tographed but not reproduced in experimental fires.

Another limitation of this approach—the comparison

of a model simulation with measurements from a single

event—and an issue with weather modeling in general is

that, because of the limits of predictability, specific de-

tails of events—in particular, finescale features—are not

predictable. One may anticipate that a ‘‘good’’ model,

initialized with a range of initial conditions, will produce

an envelope of solutions that gives guidance about the

overall character of an event (M.Weisman 2012, personal

communication), however. Such sensitivity experiments

are another way to validate a model by showing that

simulated and real systems respond in the same overall

way. This understanding of the value of the sensitivity of

a model’s response already guides the use of FARSITE

in field applications, where, using a wind measurement,

users calibrate the fuel load to get the observed spread

rate and then use the adjusted fuel load to forecast the

next burning period’s rate of spread.

The purpose and scope of the current work is to

present a coupled atmosphere–wildland fire model that

is based on the WRF NWPmodel coupled to a wildland

fire module called WRF-Fire that is composed of a sub-

set of physical processes from the CAWFE model. In

this work, we apply it in idealized simulations as an

initial evaluation of modeled fire behavior’s sensitivity

to environmental factors. These simulations are run in

a turbulence-resolving large-eddy-simulation (LES)mode

in which the fire is initiated into fully developed boundary

layer turbulence generated through interactions with

the land surface (i.e., through loss of momentum and a

specified ground heat source) to allow for dynamic in-

teractions between the fire-generated winds and coherent

atmospheric turbulent motions. The methods section

describes the composition of the coupled weather–fire

model. The experiment-design section describes how

this model is applied in a suite of experiments in which

fundamental parameters known to influence fire be-

havior are varied. The validation issues we have pre-

sented have shaped our approach, which is to examine

the sensitivity of our modeling system to a range of

several environmental parameters that span the envi-

ronmental conditions for one common type of fire, small

fires ignited in the daytime convective boundary layer.

By discussing how and to what degree each parameter

influences the overall properties of a simple fire, this

approach provides a foundation for future studies. Pa-

rameters such as wind speed have been tested before by

coupled models, although not with shear-generated and

convectively generated turbulence, whereas other pa-

rameters presented here have not. We have, where

available, used measurements, none of which would be

complete enough on its own to constrain and evaluate

this model, and previous modeling studies with related

models to frame these results. We use previous model-

ing studies because some knowledge about fire behavior

arises only frommodeling studies, such as understanding

of phenomena seen in photos but not reproduced in

laboratory, experimental, or fortuitously captured wild-

fires. The results section presents the outcome of the

sensitivity experiments; these results are distilled in the

conclusions. The discussion section presents thoughts on

the broader use of the model and the study’s broader

significance. This work is only one step toward assessing

its abilities. Because WRF with the physics module

WRF-Fire included can be applied at spatial scales

ranging from small fires in large-eddy simulations of the

planetary boundary layer at a horizontal grid spacing of
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tens of meters to landscape-scale mesoscale fire simu-

lations on the order of 1–10-km grid spacing, no one

approach or study is sufficient to evaluate it.

2. Methods

a. Description of coupled weather–fire modeling

system

WRF-Fire is a wildland fire physics module within the

WRF model that allows explicit treatment of the effects

of fire on atmospheric dynamics and feedback to fire

behavior; thus the simulated fire can ‘‘create its own

weather.’’ The fire component describes fire behavior in

surface fuels and is fully coupled with the weathermodel

so that exchanges between the two components occur at

each time step throughout the simulation. The simulated

atmosphere exerts a force in the form of wind on fires,

directing where and how fast they spread. Local near-

surface winds from the atmospheric model are passed to

the fire module and, along with fuel conditions and local

topography gradients, are used to determine a fire’s

instantaneous spread rate and direction. Meanwhile,

simulated fires consume fuel composed of live and dead

vegetation and release heat and water vapor into the air,

causing it to rise; the confluence of winds into this plume

changes the winds in the fire’s environment. The fire

module calculates the fuel consumed and thus the en-

ergy released by the fire and returns this information to

the atmospheric component, where the energy is re-

leased as sensible and latent heat in the lowest layers of

the atmospheric model. Other links between the two

components are possible, for example, through fuel

moisture dependence on weather, but are not yet in-

cluded. Both components are described next.

b. Atmospheric model component

The WRF model (Skamarock et al. 2005) is a com-

munity mesoscale NWPmodel designed to be a flexible,

state-of-the-art tool that is portable and computation-

ally efficient on a wide variety of platforms. Formulated

in a fully compressible and nonhydrostatic manner,

WRF solves a set of equations of fluid motion, mass

conservation, and atmospheric thermodynamics and

predictive equations for several water states to produce

a forecast of air velocity, temperature, water vapor,

cloud water, rain, and ice concentrations on a three-

dimensional grid. On this grid, variables are located

in an Arakawa-C arrangement in a terrain-following

hydrostatic-pressure vertical coordinate system. Nesting

capabilities allow users to simulate weather over a large

region while inner domains model flow at higher spatial

and temporal resolution over a subset of the region. It

therefore is able to represent the three-dimensional,

time-varying atmospheric structures such as atmospheric

fronts, windstorms, downslope winds, cloud convective

updrafts, and outflows that may affect fire behavior.

WRF’s ability to capture many bulk characteristics of

the daytime turbulent atmospheric boundary layer has

been previously established (e.g., Moeng et al. 2007).

c. Wildland fire-behavior component

WRF-Fire is a physics module in WRF (see online at

http://www.wrf-model.org), available in releases 3.2

(April of 2010) and later, that allows users to simulate

the growth, propagation, and decay of wildland fires. It is

similar to and can supplement other physics modules

such as land surface models in that it treats interactions

and exchanges between processes on the two-dimensional

land surface and in the three-dimensional atmosphere.

The spread of and heat release from a wildland fire

propagating through fuels such as grass, shrubs, and

vegetation litter are represented in a two-dimensional

layer at the earth’s surface. The physical processes in

WRF-Fire are a subset of the algorithms implemented

by Clark et al. (2004) and Coen (2005), but inWRF-Fire

the capabilities of the module are currently limited to a

surface fire, that is, a fire spreading through fuels lying

on the surface, grass, or shrubs. Crown fires (fires that

spread into and through the canopies of trees) are not

treated. Patton and Coen (2004) introduced the im-

plementation of a fire behavior module in WRF.

Yedinak et al. (2010) described some sensitivity studies

of prescribed fires to ignition parameters and atmo-

spheric stability. We describeWRFV3.2 and use it, with

corrections to several errors at the programming level

and corrections as stated here to backing rates of spread

that are included in V3.3 and later, in these experiments.

Three components treat physical processes (the rate

of spread of the flaming front, postfrontal heat release,

and upscaling of heat release into the atmosphericmodel)

and an additional algorithm defines the subgrid-scale in-

terface. A diagram of the components is given in Fig. 1.

Because these components represent wildland fire phys-

ical processes that occur at scales much smaller than the

atmospheric grid size and time step, the wildland fire

module uses semiempirical relationships to parameter-

ize subgrid-scale processes.

At the surface, each atmospheric grid cell is further

divided into two-dimensional fuel cells (Fig. 2). The

WRF software infrastructure allows the user to choose

the refinement ratios in the two horizontal dimensions at

run time. Most operations for regular arrays—input/

output, interprocessor communication, and memory

management—are supported for subgrid-refined arrays

as well. In addition to wildland fire modeling, the WRF
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subgrid-array capability is being used for binning schemes

in atmospheric chemistry, land surface processes, and

regional climate applications.

1) RATE OF SPREAD OF THE FLAMING FRONT

Local near-surface winds from the atmospheric model

are interpolated to the fire grid and used, with fuel

conditions and local topography gradients, to determine

the speed with which (the ‘‘rate of spread’’) and di-

rection in which the fire spreads into areas of unignited

fuel. Fire spread rates are calculated at points within

each fire grid cell as a function of fuel properties, the

wind component normal to the fire line (which includes

the fire’s effects), and terrain slope using the point-based

algorithm of Rothermel (1972) at points along the fire

line. This algorithm relates the rate of spread of the

flaming front to local wind, terrain slope, and a set of fuel

characteristics for each fuel type. By using calibration

terms to relate its theoretically based core to actual fires,

it aims to capture the effect of all processes that prop-

agate the fire, including radiation heating, drying, and

igniting unburned fuel; convective heating; contact ignition;

FIG. 1. The components of the WRF coupled weather–fire model.
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and the spotting of small flaming embers short distances

ahead of the fire line without representing each process,

as shown in Eq. (1):

R5R
o
(11f

s
1f

w
) . (1)

This equation, developed for fuel complexes in the

United States, is semiempirical: the rate of spread of the

leading edge of the flaming front R (m s21) is related to

an expected no-wind rate of spread Ro that is a function

of fuel properties only for still ambient air on level

ground. Rothermel (1972) empirically determined func-

tions of terrain slope fs (dimensionless) and wind speed

fw (dimensionless) using small flame experiments on

varying slopes in a wind tunnel and McArthur’s (1969)

grass-fire data in varying wind speeds. Each of these

terms is a function of other properties; we refer the reader

to the appendix in Rothermel (1972) for details. We re-

peat here only what is needed for discussion or is calcu-

lated or applied in a different way from the original.

The term Ro is calculated as

R
o
5

IRj

rb«Qig

, (2)

in which IR is the reaction intensity (W m22) charac-

terizing the rate of heat release per unit area per unit

time in the fire; j is the propagating flux ratio (di-

mensionless); rb is the oven dry bulk density (kg m23),

that is, the mass of fuel per cubic meter of fuel bed; « is

the effective heating number (dimensionless), that is,

the fraction of the fuel that initially must be elevated to

ignition temperature; and Qig is the heat of preignition

(J kg21), that is, the amount of heat required to heat

1 kg of fuel to combustion temperature. Equation (2)

can be interpreted thus: the rate of spread is related to

the ratio of the amount of heat received by the fuels

ahead of the flaming zone (the numerator) tempered by

the amount of heat it takes to raise the fuel to combus-

tion temperatures (the denominator).

The wind coefficient fw is calculated following

Rothermel (1972):

F
w
5CSB(b/bop)

2E , (3)

where S is the magnitude of the component of the wind

velocity normal to the fire line. The coefficients C, B,

and E and the optimum packing ratio bop are calculated

as in Rothermel (1972) as functions of the surface area–

to-volume ratio of the fuel complex, and the packing

ratio b (dimensionless), which may be interpreted as the

fraction of the fuel-bed volume that is occupied by fuel.

When the component of wind normal to the fire line is

into the fire, the backing rate of spread in these experi-

ments is the zero-wind rate of spread; this will be re-

formulated in future versions. Our use of Eq. (1) differs

from the source and its use in kinematicmodels in that in

coupled weather–fire models, the wind driving the fire

has beenmodified by feedbacks from the fire as a natural

consequence of the laws of fluid dynamics. The original

assumption of an ambient wind unmodified by the fire

and selection of an ambient wind without regard for the

spatial and temporal variability in the wind structure

belie current knowledge of fluid dynamics.

From observations and experimental evidence that

this relationship does not perform well in Southern

California chaparral fuels (Riggan et al. 2010), where

fire spread may require substantial ambient wind, an

alternative relationship (Clark et al. 2004) is available:

R5 1:2974S1:41 . (4)

When the component of wind normal to the fire line is

into the fire, the backing rate of spread is set to zero,

because live chaparral generally requires wind or steep

terrain to maintain flame propagation.

An alternative relationship (Noble et al. 1980) is

available, developed for Australasian fuel complexes:

R5 0:18 exp(0:8424S) . (5)

When the component of wind normal to the fire line is

into the fire, the backing rate of spread is 0.18 m s21.

As is commonly done, we assume that Eqs. (1), (4), or

(5) can be applied at real fire scales within a wide range

of conditions (wind speeds of,30 m s21), althoughEqs.

(4) and (5) are not used in this work. In addition, R is

capped at 6 m s21. This cap addresses an issue with

FIG. 2. Within each x–y atmospheric grid cell on the earth’s

surface is a further refined (sr_x in x and sr_y in y) mesh of fire grid

cells. In this image, the fire mesh is 4 times as fine in both directions

as the innermost atmospheric mesh.
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Eq. (1), because fire rates of spread do not increase in-

definitely with increasing wind speed. This limit was not

triggered in these simulations. We also assume that the

propagation speed normal to the interface can be cal-

culated at all points along the fire front using Eqs. (1),

(4), or (5), local fuel properties, and modeled winds and

the local terrain slope, both normal to the fire line.

Equations (1), (4), and (5) require the velocity of the

wind that, in principle, is driving the fire. This need

presents a conceptual problem. As originally conceived

in Rothermel (1972), a ‘‘midflame’’ wind speed repre-

sented the effect of the wind, where stronger winds tilted

the flames toward the surface, increasing heat transfer

and the fire’s spread. In light of understanding from at-

mospheric science that the winds over a strong heat

source tend to be predominantly upward, the horizontal

wind speed approaches zero at this confluence of winds

into the updraft over the fire. Observations in grass fires

support the existence of such a convergence zone at the

fire front (Clements et al. 2007). In extreme phenomena

such as dynamic fingering in which the fire grows for-

ward in bursts evolving from vorticity dynamics, de-

scribed in a modeling study by Clark et al. (1996b), the

wind structure over the fire may be more complex. In

practice, field applications of the Rothermel rate-of-

spread formula use what is assumed to be an ambient

wind, sometimes from the nearest Remote Automated

Weather Station, with a heuristic reduction of winds to

an estimated midflame height. This also ignores the

temporal and spatial variability of winds and the fire’s

dramatic shaping of winds in its environment. In CAWFE

(Coen 2005), the user chooses a distance behind the fire

line (upwind of the fire) and a height to which winds are

interpolated, the default being the height of the fuel bed.

This issue remains open but is unavoidable considering

the extreme sensitivity of the predicted fire behavior to

this parameter. Here, the latitudinal and meridional

winds on WRF’s Arakawa C grid are located on the

midpoints on the east and north sides, respectively, of

the atmospheric grid cells. For these calculations, hori-

zontal wind components from the two lowest above-

ground model layers are averaged vertically and then

horizontally interpolated to the center of the subgrid-

scale fuel cells. The mechanisms through which wind af-

fects a fire’s rate of spread and therefore how it should be

incorporated inmodels remain an active area of research.

2) FLAMING-FRONT REPRESENTATION

AND TRACKING

A common challenge in geophysical science models is

how to represent a moving interface that is a result of

complex subgrid-scale nonlinear internal dynamics. In

WRF-Fire, the interface between the burning or burned

area and the unburned fuel is tracked using the level-set-

method numerical technique introduced by Osher and

Sethian (1988) with a detailed review in Sethian (1996).

It was applied to wildland fire-front propagation in

Mallet et al. (2009) and Rehm and McDermott (2009);

Mandel et al. (2009) describe its implementation in

WRF-Fire. The fire front advances normal to the front at

a speed given by Eqs. (1), (4), or (5), but in this level-set

approach a scalar function is given at nodes of the fire

grid and the speed of the front is related to the gradient

of the scalar function across the interface.

3) POSTFRONTAL HEAT RELEASE

A semiempirical algorithm (Clark et al. 2004) calcu-

lates the postfrontal heat-release rate that characterizes

how rapidly the fire consumes fuels of different sizes with

time after ignition, distinguishing between rapidly con-

sumed grasses and slowly burned logs and other large fuel

components. This algorithm assumes an exponential

depletion of fuel mass from the time of ignition, cali-

brated for various fuel types burned in laboratory

fuel-consumption experiments (Albini 1994; Albini

et al. 1995). The fuel-consumption rate is controlled

with a weighting parameter W that increases with par-

ticle size and characterizes the time (s) required for the

fuel load (the mass of fuel per unit area) to decrease to

a factor of e21 of the original load:

12F(t)5 exp(2t/W) , (6)

where F is the fraction of fuel that has been burned and t

is the time since ignition. The fire stops releasing heat

when the fuel remaining approaches an infinitesimally

small amount or the fuel moisture exceeds that fuel

category’s moisture content of extinction.

4) PARTITION INTO SENSIBLE AND LATENT

HEAT FLUX

Fuel consumption releases heat and water vapor. In

the model, this release is partitioned into sensible and

latent heat fluxes that contribute to the potential tem-

perature and water vapor mixing ratio, respectively. The

sensible heat flux Hs released by the ground fire is cal-

culated as

Hs 5
DM

Dt
(12B)hc , (7)

where DM is the change in fuel mass in the current time

step Dt, hc is the heat of combustion (J kg21) for dry

cellulose fuels, andB is the fraction of the total fuel mass

that is water. The term B is related to the more com-

monly measured dead fuel moisture content Mf (the

mass of water per unit mass of dry fuel) by
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B5

M
f

11Mf

. (8)

The latent heat flux LEs released by the surface fire is

calculated as

LEs 5
DM

Dt
[B1 0:56(12B)]L

y
, (9)

where Ly is the latent heat of vaporization of water

(J kg21). The first term arises from the water absorbed

by the fuel from its environment and held between the

cellulose cells of wood, and the second term accounts for

the water bound in the cellulose fuel cells themselves,

assuming 56% of the wood mass is water.

5) UPSCALING TO THE ATMOSPHERIC MODEL

The two-dimensional sensible and latent heat fluxes

produced by the fire are summed from fire grid cells to

the atmospheric cells in which they lie. These fluxes are

returned to the NWP model where they are distributed

vertically through an empirically estimated extinction

depth. The extinction-depth concept (Clark et al. 1996a,b)

is based on the assumption that a simple radiation

treatment could be used to distribute the sensible and

latent heat and smoke into the lowest atmospheric grid

levels. That assumption was later supported by experi-

mental results showing that the e-folding height over

which the heat is distributed in the atmospheric model is

typically 10 m for grass fires, from data in Clements et al.

(2007), and 50 m for crown fires, from analysis of in-

frared observations of wildfires (Coen et al. 2004). The

vertical flux divergences become additional tendencies

to the potential temperature and water vapor prognostic

equations, altering the atmospheric state.

6) IMPLEMENTATION

In each time step, the fire front—the interface be-

tween burning and nonburning fuel—is advanced, ig-

niting fresh fuel while previously ignited areas continue

to consumemore fuel. Themodel can run on a relatively

coarse grid, with the mesh size dictated only by desired

resolution in the fire region and limitations imposed by

terrain in the atmospheric model. Note that, unlike

a combustionmodel, the fuel or fire temperature, the fire

intensity, and the consumption rate of oxygen or flam-

mable pyrolyzed gases are not variables that are tracked

by this model, whereas the heat-release rate is a function

of the time from ignition, the fuel properties, and the

atmospheric state.

We note that the fire component cannot realistically

be run separately without two-way dynamic coupling to

the atmospheric component. Models without coupling

(such as FARSITE) must impose an additional con-

straint, a shape to points along the fire line, because

otherwise a line ignition, experiencing the same wind

along its length, would spread simply in a line, which is

not realistic. The coupling shapes the wind strongly near

the fire line, producing winds that blow strongly forward

at the head, parallel to the fire’s flanks (neither in-

creasing nor impeding the fire’s spread), and drawing

winds into the fire across its backing region, impeding its

growth. This dynamic constraint, evolving from the

phenomena physics, results in a realistic fire shape. This

effectively acts as a dynamic stability force—small per-

turbations along the flanks (resulting from fuel pockets,

slope, or wind fluctuations) become fire whirls that

travel downwind along the flanks toward the fire’s head

(Clark et al. 2004) while the winds along the flanks im-

pede the flanks themselves from growing further. Large

perturbations and wind responses that reinforce one an-

other in the model may grow into dynamic instabilities,

which are likely the basis for some extreme fire-behavior

phenomena in natural fires.

3. Experiment design

a. Initialization

To initialize these experiments, atmospheric back-

ground states, terrain, and spatial distributions of fuel

were specified, along with the number, time, and loca-

tion of fire ignitions. In these theoretical experiments, an

atmospheric profile of temperature was imposed within

a 2-km-deep domain with constant potential tempera-

ture of 300 K in the lower 1 km and an overlying stati-

cally stable layer in the upper 1 km that increased

linearly to 310 K at 2 km. The background water vapor

mixing ratio was initially 0 kg kg21. The magnitude of

the ambient horizontal wind was varied between ex-

periments. The terrain in these experiments was flat. The

standard method for characterizing fuel, that is, the live

and dead vegetation available to burn, is to categorize

it into ‘‘fuel models,’’ a standardized set of properties

consisting of the mass loading per unit area, spatial dis-

tribution, and physical characteristics. Several categori-

zation systems exist; here, the 13 fuelmodels identified by

Albini (1976), restated with pictures byAnderson (1982),

an industry standard, were used. Each experiment used

a single horizontally homogeneous fuel model that varied

among experiments.

b. Control experiment and suite of sensitivity

experiments

The model was used to investigate the sensitivity of

simulated fire characteristics such as perimeter shape,
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the fire intensity, and rate of spread to external factors

such as fuel characteristics and wind speed that are

known to influence fires. Through the use of theoretical

environmental vertical profiles, experiments were con-

ducted in which external variables were varied around

a control experiment. The suite of experiments varied

the fuel category (among grass, shrub, and forest litter

categories), the fuel loading (holding other fuel char-

acteristics the same), the fuel moisture, and the ambient

wind speed (Table 1). Among experiments, we com-

pared the resulting perimeter shape, the rate of spread

of the fire’s head, the intensity of burning in the head,

and the depth of the burning region.

For these experiments, WRF was configured in LES

mode (Moeng et al. 2007), meaning that the grid, 40 m in

the horizontal plane in these experiments, is fine enough

to resolve the largest energy-containing motions re-

sponsible for turbulent energy transport while smaller-

scale motions were parameterized byDeardorff’s (1980)

turbulent kinetic energy (TKE)–based subgrid-scale

scheme. The turbulent boundary layer into which the

fires ignite was driven by an imposed wind interacting

with an idealized surface with an imposed sensible heat

flux of 100 W m22 and a drag coefficient of 0.005, which

corresponds to a roughness length of 0.03 m. These

surface conditions, in conjunction with the range of wind

speeds selected, are representative of a daytime con-

vective boundary layer over grass plains or farmland

(Arya 1988). The terrain slope could not be varied in this

LES configuration because of the need to use periodic

boundary conditions to establish a well-mixed boundary

layer. The simulations initially ran for 0.5 h of simulated

time to allow the boundary layer turbulence to develop

and to equilibrate with the imposed forcing. The Sma-

gorinsky and TKE coefficients were set to 0.18 and 0.10,

respectively, as recommended by Moeng et al. (2007).

Next, a fire was ignited as a 40-m-wide, 1-km-long line in

the y direction and was allowed to evolve during the

remaining 2 h of each simulation.

The simulations used a single domain with atmo-

spheric grid resolutions of 40 m in the x and y directions,

with 51 stretched vertical levels between the surface and

the model top at 2 km. The first three atmospheric

vertical grid levels, converted from mass to estimated

height, were located at 18.2, 54.6, and 91.2 m, with the

first half-grid level (where horizontal wind components

are located) at 9.1 m. The maximum vertical grid length

was 43 m. The horizontal domain was 5 km in both di-

rections. Periodic boundary conditions were used in the

horizontal directions. At the surface, five by five subgrid

fire cells lay within each atmospheric cell.

It is important to distinguish between predetermined

outcomes and results arising from the model. For ex-

ample, the use of Eqs. (1), (4), or (5) at points along the

fire line predetermines that the fire will spread fastest

where the wind speed is highest and, by Eq. (6), that

fuels composed of larger fuel particles will release heat

for longer times. In kinematic models that apply these

relationships, this outcome would be predetermined

and would simply follow from those equations. In these

models, an additional constraint forces the flaming front

in kinematic models to conform to a specific shape. For

example, Richards (1990) and FARSITE (Finney 1998)

used the Huygens wave-front principle to describe an ex-

panding fire front as an ellipse. Other geometric shapes

were surveyed by Tymstra et al. (2010). In all cases, the

shape of the resultant fire line is predetermined. In

contrast, in our dynamic coupled modeling framework,

no such constraint on the shape of the flaming front is

imposed. The two-way coupling between the atmospheric

and wildland fire components provides a dynamic con-

straint that consistently shapes the atmospheric state (i.e.,

TABLE 1. Experiments discussed in the text.

Expt name Fuel model

Fuel load

(kg m22)

Fuel moisture

(%)

Wind speed

(m s21)

Surface area–to-volume

ratio (m21)

Packing ratio

(dimensionless)

NoWind 1 0.167 5.50 0.00 11 483 1.07 3 1023

Control 1 0.167 5.50 2.50 11 483 1.07 3 1023

FCat3 3 0.674 5.50 2.50 4921 1.72 3 1023

FCat4 4 3.591 5.50 2.50 5705 3.83 3 1023

FCat5 5 0.784 5.50 2.50 5522 2.51 3 1023

FCat8 8 1.120 5.50 2.50 6198 3.58 3 1022

FCat10 10 2.692 5.50 2.50 5787 1.72 3 1022

LoadLo 1 0.083 5.50 2.50 11 483 1.07 3 1023

LoadHi 1 0.333 5.50 2.50 11 483 1.07 3 1023

WSLo 1 0.167 5.50 1.25 11 483 1.07 3 1023

WSHi 1 0.167 5.50 5.00 11 483 1.07 3 1023

FMLo 1 0.167 2.75 2.50 11 483 1.07 3 1023

FMHi 1 0.167 11.0 2.50 11 483 1.07 3 1023
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most directly the low-level winds, but also dynamically

significant properties such as buoyancy, shear, and vor-

ticity) in such a way that it in turn shapes the fire. Thus,

the simulated fire shape is not predetermined but arises

from the model physics.

4. Results

Although the rate of spread of the leading edge of

the fire line is often of the most practical interest, we

present the impacts on other fire characteristics—the

fuel-consumption rate as shown in the magnitude of the

sensible heat flux, the horizontal distance into the fire

that is releasing heat (the ‘‘burning depth,’’ analogous to

the flame depth), and the strength of the plume updraft—

as they affect the outcome through the dynamics of a

coupled model and discuss the implications for under-

standing wildland fire phenomena.

a. Simple no-wind case

We present a simple experiment—a fire spreading on

flat terrain with no ambient wind other than the eddies of

the well-mixed surface layer (experiment NoWind)—as

context for understanding the impact of other environ-

mental parameters on fire evolution in later experiments.

A 1-km-long fire line was ignited in short grass (as

described by Anderson fuel model 1) after 0.5 h of

simulation time. With no imposed wind, boundary layer

turbulence developed because of the imposed buoyancy

forcing; this regime is known in the boundary layer

community as ‘‘free convection’’ (Schmidt and Schumann

1989). Typical wind speed fluctuations from the turbulent

eddieswere 2–3 m s21. At 0.5 h after ignition (Fig. 3a), the

sensible heat flux, an indicator of how quickly fuel is being

consumed and indicator of areas with the most intense

burning, was weak and the winds were barely perturbed.

The simulated fire grew slowly in all directions over the

next 2 h (Figs. 3b–d). A convective column with peak

updrafts of about 4 m s21 at 700 m above ground level

formed over the fire and drew air inward at its base, in-

hibiting fire growth by superimposing winds against the

outward-directed fire propagation. As a result, the fire

crept outward at an average rate of 0.02 m s21 and pro-

duced very low peak sensible heat fluxes (1–10 kW m22)

with a narrow burning depth throughout the fire line.

The slight variability in the fire line reflected the in-

fluence of the fluctuating horizontal wind components

arising from turbulent boundary layer eddies that pro-

duced divergence or convergence at the surface that

enhanced or discouraged outward fire growth, depend-

ing on their position relative to the fire line. The vertical

velocity contours associated with these eddies (Fig. 4)

developed the expected hexagonal cellular structure

known to characterize free-convective conditions (e.g.,

Schmidt and Schumann 1989).

b. Control experiment

In the control experiment, the fuel was short grass (fuel

model 1) with a fuel moisture content of 5.5%, the terrain

was flat, and an ambient wind of 2.5 m s21 was imposed in

the x direction. After a 0.5-h spinup for the turbulent

boundary layer to develop, a 1-km-longfire linewas ignited.

Over a 2-h period after ignition (Figs. 5a–d, 6a–d ), the

simulated fire evolved into the universal fire shape and

maintained that shape as it grew, despite the presence of

turbulent eddies, with a clearly defined, fast-spreading

(0.22 m s21) head. The heading region was associated

with the highest heat flux and was led by a convective

plume. Winds blew parallel to the flanks toward the

head. A low-intensity backing region crept slowly up-

wind. The burning depth was narrow and widest at the

head of the fire, as has been observed in experimental

fires in rapidly consumed grass fuels (Cheney et al.

1993). The spatial and temporal variability of the tur-

bulent eddies added asymmetry, and variability in

simulated properties compared qualitatively well to our

own simulations without imposed turbulence (not

shown) and those of others (e.g., Clark et al. 2004; Mell

et al. 2007). Figures 5a–d show the three-dimensional

structure and variability along the fire line that occurs in

our simulations.

In contrast with the NoWind experiment, this exper-

iment produced higher maximum sensible heat fluxes

(approximately 25 kW m22; Figs. 6a–d). Although

conditions are not identical, these heat fluxes are similar

to heat-flux measurements that have been made during

burning in grass (Clements et al. 2007) or grass/litter

mixes (Frankman 2009). In the simulation, areas with

higher sensible heat fluxes revealed where the most

rapid consumption of fuel occurred. This was consis-

tently at the fire’s leading edge, where the fire-generated

winds concentrated the heat released by the fire into

a plume that drew winds underneath it and forward into

fresh fuel, and was intermittently along the fire’s flanks,

as eddies either enhanced the fire’s outward growth into

unburned fuel or suppressed outward growth with wind

components directed into the fire’s blackened interior

where no fuel remained. Using higher-resolution simu-

lations, Clark et al. (2004) found that such perturbations

became fire whirls traveling forward along the flanks.

c. Sensitivity to fuel model and fuel load

1) FUEL MODEL

While intrinsic fuel properties such as the heat con-

tent, chemical degradation path, and particle density are
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of primary importance at the fundamental combustion

scales, the Rothermel algorithm [Eqs. (1)–(3)] and as-

sociated fuel models determine fire behavior through

the combined effects of several extrinsic fuel properties.

These properties include fuel load (the mass of fuel per

unit area), where a greater load is anticipated to increase

the heat released by the fire; physical properties like

surface area–to-volume ratio [denoted by s (s21)],

where the higher s of fine fuel particles allows faster fuel

consumption; the packing ratio b for which low values

would indicate widely spaced particles between which

heat transfer is inefficient and high values represent

a tight packing of particles through which air cannot

circulate; and the depth of the fuel bed. The different

types of fire behavior expected with different intrinsic

and extrinsic fuel properties are discussed in Pyne et al.

(1996, chapters 1 and 3).

Here we simulated the evolution of fires in grass,

shrub, and litter fuel types—short grass (fuel model 1,

experiment Control; Fig. 7a), tall grass (fuel model 3,

experiment FCat3; Fig. 7b), two shrub types including

chaparral (fuel model 4, experiment FCat4; Fig. 7c) and

brush (fuel model 5, experiment FCat5; Fig. 7d), and two

forest litter categories, including closed-timber litter

FIG. 3. Four time periods, (a) 1 h (0.5 h past ignition), (b) 1.5, (c) 2, and (d) 2.5 h, in the evolution of a fire in no-

wind, no-slope conditions. Contours indicate sensible heat flux (W m22), and vectors indicate near-surface wind

speeds at an elevation of 9.1 m.
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(fuel model 8, experiment FCat8, also used as light loads

of conifer forest litter; Fig. 7e) and timber litter along

with an understory (fuel model 10, experiment FCat10,

also used to represent heavy-timber litter; Fig. 7f). The

coupled model reproduced well-known (e.g., Anderson

1982) differences in fire-line properties and head-fire

intensity among three very different types of fuel: flash-

burning grass fuel types (Figs. 7a,b), shrubs (Figs. 7c,d),

and forest litter (Figs. 7d,e). Grass fuels, characterized

by relatively low packing ratios and high porosity (pre-

scribed in the fuel characteristics as a high value of s),

allow air to easily penetrate the fuel bed. In the model

results, grass fuels quickly spread a narrow flame front

with rapid fuel consumption and average velocity of 0.22

and 0.44 m s21 for fuel models 1 and 3, respectively.

Shrub fuel types had higher fuel loads containing some

larger fuel components and were represented by a lower

average s than grass. These fires consumed fuel and

released heat over a 5–10-times-longer period, pro-

ducing a fast-moving fire (0.20 and 0.33 m s21 for fuel

models 4 and 5, respectively) with substantial heat

fluxes, depending on the specifics of the shrub fuel cat-

egory. For example, FCat4 produced the highest heat

fluxes of these experiments, approximately 50 kW m22.

Forest-litter categories had fuel loads that were com-

parable to those of shrubs but hadmoremass distributed

in larger fuel particles such as downed branches and logs

and thus produced slow-moving fires (0.018 and 0.13 m s21

for fuel models 8 and 10, respectively). Although they

eventually released more heat (e.g., fuel model 8 has

approximately 10 times the fuel load of fuel model 1),

the heat release was distributed over the duration of the

FIG. 4. The location of eddy updrafts and downdrafts and near-surface wind vectors with

respect to the fire line at 2.5 h, the time of Fig. 3d. The vertical velocity at 18.2 m is shown by

filled contours, corresponding to the grayshade bar at bottom, along with the horizontal ve-

locity vectors at 9.1 m. The thick dark line indicates the outline of the fire.
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simulation throughout the area of the fire and sensible

heat fluxes were relatively low at 7 (FCat8) and 35

(FCat10) kW m22.

The simulated fires in tall-grass and shrub fuels varied

from an elliptical shape (Fig. 7) depending on how they

shaped the wind field. In particular, some experiments

produced surface divergence (FCat3), stagnation zones

(FCat10), and wind reversals (FCat4 and FCat5) in the

horizontal winds immediately ahead of the fire. In some

experiments, the winds over the head of the fire pass

forward apparently unaffected by the fire (FCat8),

whereas, in others, winds are shaped to travel along the

front (FCat1, FCat3, and FCat10) or are drawn into the

fire over the fire line (FCat4). The length of the fire line

(1 km) was marginally long enough in a relatively weak

wind to lead to the behavior described by Clark et al.

(1996a), in which the fires could not sustain a single

elongated convective updraft and broke up intomultiple

convective cells and accompanying convective fingers

along the fire line. Linn and Cunningham (2005) pro-

duced this double-headed behavior while simulating

100-m-long grass fires in 1 m s21 ambient winds but did

not in shorter (10 m) fire lines or stronger winds, but

they provided no explanation. A detailed analysis of the

parameters leading to breakup of fire lines through this

mechanism is not given here, although we observed it to

occur in simulations (not shown) in which fire lines of at

least 1 km long burned at high heat-release rates along

the length of the line in moderate (3–4 m s21) winds.

2) FUEL LOAD

One of the variables that differentiated the fuel models

in the previous section is the fuel load. An often-

emphasized variable in practical applications, the fuel load

is frequently presumed to be one of the, if not the, domi-

nant fuel factors in fire behavior and fire effects. Van

Wagner (1989) indicated that larger fuel loads could create

larger spread rates by releasingmore heat, accelerating the

preheating of unburned fuels ahead of the fire line, and

thereby increasing the spread rate. Rothermel’s (1972)

algorithm [as in Eq. (2)] posed the rate of spread as

a ratio of a source term (the energy source propagating

the fire) to a sink term (the energy sink required to raise

potential fuel to the ignition temperature). Although the

Rothermel formulation is widely used, a point often

overlooked is that increasing the fuel load increases the

source as well as the sink, and this limits the predicted

impact of the fuel load on the rate of spread. Dupuy’s

(1995) work with laboratory experiments in pine-needle

litter concluded that the rate of spread is proportional to

the cube root of the fuel load. Cheney et al. (1993)

concluded that fuel load did not influence fire spread in

grassland fires. McAlpine (1995) found only a weak re-

lationship between fuel consumption and the rate of

FIG. 5. A three-dimensional volume rendering of the water vapor field, used as a proxy for smoke at four time

periods, (a) 0.75, (b) 1.25, (c) 1.75, and (d) 2.33 h, in the evolution of a fire in the control experiment. The orange

field around the fire’s blackened interior shows the sensible heat flux (W m22), which has a maximum of

25 kW m22.
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spread in his compilation of hundreds of experimental

burns. Although these experimental studies do not in-

dicate whether the fuel load affects other aspects of the

fire and the circulation it creates, they do indicate a weak

impact of fuel load on rate of spread, if any.

Here, we tested the sensitivity to fuel load by alter-

nately doubling (experiment LoadHi) and halving (ex-

periment LoadLo) the load of 0.167 kg m22 used in the

Control experiment (Figs. 8a–c). The effect of the dou-

bled load was to increase the total heat released and the

rate at which it was released to the atmosphere and to

increase the fire plume’s peak updraft over the fire (from

3.8 to 10.0 m s21) as well as the horizontal motion of

replacement air into the plume’s base. Decreasing the

load produced converse effects on heat release and air

motions, decreasing the plume’s peak updraft (from 3.8

to 3.5 m s21). Because horizontal winds decelerate as

they are redirected up into the plume, however, near-fire

horizontal winds determining the fire rate of spread could

not vary in proportion to load across the experiments.

Near-fire horizontal winds varied from 2 to 4 m s21 in

both Control and LoadLo and only accelerated to ap-

proximately 5 m s21 in LoadHi. As a consequence, re-

ducing the load by one-half reduced the forward rate of

spread by one-fifth; doubling the load increased the

spread rate by two-fifths.

FIG. 6. Four time periods, (a) 1 h (0.5 h past ignition), (b) 1.5, (c) 2, and (d) 2.5 h, in the evolution of a fire in the

control experiment. Contours show sensible heat flux (W m22), and vectors indicate near-surface wind speeds.
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FIG. 7. Sensible heat flux (contours) and near-surface wind vectors at 2 h (1.5 h after ignition) for six simulations,

each using a different fuel category: (a) fuel model 1, short grass; (b) fuel model 3, tall grass; (c) fuel model 4,

chaparral (6 ft); (d) fuelmodel 5, brush (2 ft); (e) fuelmodel 8, closed-timber litter, also used to represent light-conifer

litter; and (f) fuel model 10, timber litter and understory, also used to represent heavy-conifer litter. These use the

same reference grayshade bar and vectors as in Fig. 6.
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The stronger vertical velocities produced by higher fuel

loads may have other important consequences in fire ef-

fects such as scorch height but, as implemented here, the

impact on fire rate of spread was relatively limited. Dif-

ferent fuel loads similarly had a minor effect on the fire

line’s shape. Also, the burning depth was not affected

because, in the algorithms applied, the fuel mass lost in

each time step was calculated [Eq. (6)] as a percentage

of the original fuel load and, other fuel properties being

equal, the fire releasedmore heat for larger loads but did

not take longer to burn out.

d. Sensitivity to wind speed

It has been widely held that wind is one of the most

important and most rapidly changing environmental

factors affecting fire behavior and that higher wind

speeds produce faster fire spread rates over a wide range

of wind speeds and fuels. Yet, a more detailed inspection

shows that the mechanisms through which this occurs are

not clear and probably depend on the fire-propagation

mechanism at work (Morvan et al. 2002). In the context

of kinematic uncoupled models, much of the discussion

hinges upon the exponent to which the wind speed is

raised in relationships [e.g., Eqs. (1), (4), and (5)] be-

tween the horizontal wind speed and the resulting fire

rate of spread. Weise and Biging (1997), Fendell and

Wolff (2001), and Sandberg et al. (2007) compiled re-

lationships from laboratory experiments and field ex-

periments on small fires, in which the exponent ranged

from 0.4 to 2.7, implying that a doubling of the wind

speed could cause the fire’s rate of spread to more than

double. Carrier et al. (1991) posed relationships of rate

FIG. 8. Three simulations of a fire at 2.5 h (2 h after ignition) in varying fuel loads including (a) the control

experiment at 0.167 kg m22, (b) one-half of the fuel load of (a), and (c) 2 times the fuel load of (a). Contours indicate

sensible heat flux, and vectors indicate near-surface wind speeds.
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of spread as a function of the square root of the ratio of

the wind speed to fuel load and used experimental re-

sults byWolff et al. (1991) to include the impact of other

parameters. Simulations with models employing a more

detailed representation of fire processes also provide a

point of reference. For example, Mell et al. (2007)’s

coupled CFD–firemodel produced a linear increase from

0.4 to 1.5 m s21 in the spread rate of the leading edge of

a grass fire as ambient winds at 2 m above ground were

varied from 1 to 5 m s21. In similar experiments, Linn

and Cunningham’s (2005) coupled CFD–fire model

simulations produced an increase in spread rate from

0.27 to 1.37 m s21 as ambient winds were increased from

1 to 6 m s21.

We tested the model’s sensitivity to varying the

2.5 m s21wind speed of the control experiment (Fig. 9a)

by halving it (experimentWSLo, Fig. 9b) and doubling it

(experiment WSHi, Fig. 9c). This range of wind speeds,

a factor-of-4 difference between the weakest and stron-

gest nonzero wind experiments, affects not only the ambi-

entwinds but also the turbulent eddies. For a given imposed

heat source, as the ambient wind speed increases, the

shear velocity and Obukhov length (the characteristic

height of the sublayer of dynamic turbulence) increase

and the nature of the turbulence changes (Arya 1988).

Our range of wind speeds spanned the convective bound-

ary layer regime, our regime of interest. Increasing further

the imposed wind speed would drive the turbulence re-

gime toward a neutral boundary layer dominated by

horizontal roll vortices, much different than the other

experiments and outside our interest. The difference in

flow structures, statistics, and turbulent kinetic energy

FIG. 9. Three simulations of a fire in varying wind speeds at 2 h, all from the left, including (a) the control ex-

periment at 2.5 m s21, (b) one-half of the wind speed of (a), and (c) 2 times the wind speed of (a). Contours indicate

sensible heat flux, and vectors indicate near-surface wind speeds.
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budget distributions between shear and buoyancy-driven

boundary layers is described by Moeng and Sullivan

(1994).

As expected, with all other parameters held constant

across the simulations, stronger wind speeds led to a

faster-moving fire: halving wind velocity reduced spread

rate by one-fifth, and doubling wind velocity increased

spread rate by four-fifths. Because of atmospheric cou-

pling, higher wind speeds led to a narrower simulated fire

in the crosswind direction (Fig. 9), however. The fire pe-

rimeter remained symmetric even though the relative lo-

cations of the fire line and surface convergence/divergence

of turbulent eddies created transient horizontal sensible

heat-flux asymmetries along the fire line, which implied

transient perturbations in buoyancy, vertical velocity, and

vertical vorticity. The burning depth over which aminimal

sensible heat flux occurred remained similar for all three

experiments, as did the peak sensible heat fluxes.

A rise in ambient wind speed not only increases the

rate at which the fire line contacts fresh fuel along its

perimeter but also alters the nondimensional convective

Froude number Fc, a parameter characterizing the rela-

tive importance of streamwise momentum to the plume’s

buoyancy forcing. Byram (1959) suggested that a value of

Fc 5 1 be considered the critical value separating sub-

critical (Fc , 1) buoyancy-dominated plume-driven fires

from supercritical (Fc . 1) wind-driven fires. In calcu-

latingFcwith themethod of Clark et al. (1996b),Fc varied

from 0.3 (WSLo), through 0.5 (Control), to 0.6 (WSHi)

across this range of wind speeds and remained in the

subcritical buoyancy-driven regime.

e. Sensitivity to fuel moisture

Because of the energy consumed to vaporize water

absorbed by dead fuel and held between the cells in live

fuels, increased fuel moisture is expected to reduce

a fire’s rate of spread, although there is still no funda-

mental explanation for how fuel moisture affects the

chemical reaction rates during combustion or decreases

the rate of spread (Rothermel 1972; Sandberg et al.

2007). Although observations in some ecosystems

showed fire to spread in fuels with high moisture con-

tent, Rothermel’s (1972) model truncates a fire’s esti-

mated rate of spread at fuel moisture contents higher

than some critical value (the moisture content of ex-

tinction)—a feature that has generated some critique (e.g.,

Weise and Biging 1997). This truncation results from

Rothermel’s (1972) generalized curve fit, which was

developed to capture a moisture-damping effect ob-

served in laboratory experiments in which fire spread

through the top layer of pine needles packed on

a weighing table, an effect that may not be applicable to

other fuel types.

Three experiments vary the fuel moisture, where fuel

moisture content (%) is expressed as 100 times the mass

of water (kg) per kilogram of oven-dry fuel weight. We

examined the sensitivity of WRF to fuel moisture con-

tents of 5.5% in the control experiment (Fig. 10a), low

(2.75%) fuel moisture in experiment FMLo (Fig. 10b),

and a higher fuel moisture (11%) in experiment FMHi

(Fig. 10c), each of which is less than the presumed

moisture content of extinction (12%) for short grass.

FMLo produced a slightly faster-spreading fire with

a rate of spread of 0.34 m s21 and a higher peak sensible

heat flux of 31 kW m22 in the heading region, as com-

pared with the Control experiment with a rate of spread

of 0.22 m s21 and peak heat flux of 25 kW m22. FMHi,

with its fuel moisture content very close to short grass’s

moisture content of extinction, produced a very slowly

moving fire with rate of spread of 0.044 m s21 and low

sensible heat flux of 4 kW m22. As a result, it did not

release enough heat to focus the winds into an obvious

heading region. The burning depth was unaffected by

this parameter and, in all three experiments, the fire

perimeter maintained the universal shape.

5. Conclusions

The results demonstrated that line fires simulated

using WRF with WRF-Fire generally evolved into

a naturally observed bowed shape that results from fire–

atmosphere feedbacks determining the flow in and near

fires, but even in conditions with idealized wind and

uniform fuels the flow structure near the head and flanks

of the simulated fires differed dramatically and produced

asymmetrically developing fires. The coupled model re-

produced the known sensitivity of fires to changes in

initial conditions, including differences in fire shapes,

heading-region intensity, and burning depth among grass,

shrub, and forest-litter fuel types. It also reproduced the

observed tendency of dry, heavy fuels in strong winds to

lead to faster-moving fires, although the effect of fuel load

is largely to generate stronger plumes, with small impact

on the spread rate. These faster fires were generally

determined to be a consequence of how the heat and

moisture released by the fire focused the fire’s energy in

the heading region, shaping the fire plume and conse-

quently, through convergence into the base of the

plume, the near-fire winds. This shows that dynamic

models have the potential to add illumination beyond

what kinematic models offer because they connect the

fire behavior through physically consistent relationships

with fire effects such as smoke production, plume

strength, and smoke transport height. The introduction

of shear-generated and convectively generated bound-

ary layer turbulence to simulations in general confirmed
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that the fire heading region, flanks, and backing region

and the accompanying fire-influenced wind pattern were

stable to small perturbations, which appeared as tran-

sient fluctuations along the flanks [shown in earlier

simulations by Clark et al. (2004) to result in fire whirls].

Larger perturbations, caused, for example, by heavy fuel

loads, could in certain combinations of other parameters

cause unstable growth of the fire.

6. Discussion

This work focused on testing the sensitivity of the

coupledmodel,WRFwithWRF-Fire, to factors for which

expected behavior is known from previously accumulated

knowledge within the wildland fire community, either

through measurements in similar conditions or through

prior model results when the behavior has not been

observed in experimental fires. In assessing our results,

we note that it is important that the complexity of the

physics be scale-commensurate for the phenomena be-

ing studied.Whereasmany fire processes occur at spatial

scales smaller than tens of meters, coupled weather–fire

models aim to capture the interactions and phenomena

resulting from fires at scales that are resolvable by

a range of atmospheric models. At these grid lengths of

tens of meters, flames, the details of combustion pro-

cesses, and the mixing between flammable gases and

surrounding oxygen are not resolved. Instead, the fire

acts as a temporally and spatially varying source of

buoyancy andwater vapor in the lowest 100 m above the

FIG. 10. Three simulations of a fire in varying fuel moisture conditions at 2 h, including (a) the control experiment

at 5.5%, (b) relatively low fuel moisture (2.75%) for fuel model 1, and (c) relatively high fuel moisture (11%) as

compared with fuel model 1’s 12%moisture content for extinction. Contours indicate sensible heat flux, and vectors

indicate near-surface wind speeds.
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earth’s surface, which may span one or several vertical

grid levels. Previous simulations (Clark et al. 1996a,b,

2004; Coen 2005) united a fire module with a cloud-scale

atmospheric model where horizontal grid spacing ranged

from 20 m to 1 km. In applying a subset of that fire be-

havior physics packagewithin theWRFmodel run inLES

mode, this work examined whether the gross response of

simulated wildland fires to different idealized environ-

mental conditions could be reproduced in a model de-

signed primarily for mesoscale modeling studies. Later

studies will build on the results of this work, which ex-

amined the effect of four parameters in simple atmo-

spheric and fuel conditions and will test it against data on

experimental fires and landscape-scale wildland fires.

One of the most critical factors for successful modeling

of fire behavior with coupled weather–fire models is ac-

curate calculation of the near-surface atmospheric wind,

this being the sole input from the atmospheric model.

Although it is possible to simulate atmospheric flows at

many spatial and temporal scales with WRF, it is well

known that the simulated atmospheric motions are not

scale independent; neither are the effects of fire feedbacks

on atmospheric motions. There are different implications

at each end of the spectrum of possible grid spatial scales.

Using WRF in LES mode and allowing a convective

boundary layer to form before igniting a fire produced

fluctuations in the wind and turbulent structures that

interacted with the motions produced by the fire. With

this type of fire module, the fluctuations bias the fire

simulations toward faster fire growth. This effect is ap-

parent in the simulations of Sun et al. (2009), who con-

cluded that turbulence led to faster-spreading fires. (In

fact, the semiempirical algorithms that relate rate of

spread to environmental wind speed may need to be

recalibrated for LES use at these scales.) The issue is

that, while a wind fluctuation forward at the flaming

front may advance the fire in a jump through contact

with fuels ahead of the fire, a wind fluctuation backward

into the flaming front produces no counterbalancing

effect in the model; once fuel is ignited, it continues to

burn. Our simulations with stronger turbulent fluctua-

tions generated by an imposed 200 W m22 sensible heat

flux (not shown) produced unstably accelerating, asym-

metrically growing fires that spread at angles up to 458

from the ambient downwind direction. Although wild-

land fires are certainly turbulent fluid-dynamical flows

and many phenomena undoubtedly arise from dynamic

exchanges, the ability of wind shifts created by the fire to

amplify unstably through feedbacks with the fire suggest

that caution should be applied in interpreting model

results.

At the large-scale end of the spectrum of spatial scales

that might be used in wildland fire simulations, WRF’s

strength lies in its design and application as a mesoscale

model, in which boundary layer fluxes are parameter-

ized with one of many boundary layer schemes, using

horizontal grid spacing of 2–10 km and vertical grid

spacing of hundreds of meters. At this coarse scale,

turbulent motions and the effects of small topographic

features are not captured. Although the fire module is

not sensitive to fire gridcell resolution, the simulated

atmospheric flow and associated fire feedbacks are. The

resolved mesoscale velocities represent a grid-volume

average, upon which the 10–20-m-wide fire-line heat

fluxes may not be distinguishable; here we note that

a requirement for the success of dynamic coupled

weather–fire models is that the fire alters the atmo-

spheric winds enough to shape the fire line. The mis-

match in scales among the 10–20-m fire-line burning

depth, the heat release in the lowest 50 m of the atmo-

sphere, and mesoscale-model spatial scales of 2–10 km

may be difficult to overcome in practice. There are also

known biases in mesoscale model–generated wind

speeds [an example is the topographic overestimations

on hills and underestimates in valleys in WRF noted by

Jimenez andDudhia (2012)] that complicate simulations

at the coarser end of coupled weather–fire modeling.
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