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Resum del projecte: cal adjuntar dos resums del document, l'un en anglès i l'altre en la llengua del document, on 
s'esmenti la durada de l'acció 

Resum en la llengua del projecte (màxim 300 paraules) 
El treball realitzat durant els tres mesos d'estada a la Universitat de Berna (Suïssa) consisteix en el desenvolupament 
d'un sistema que permeti la identificació de l'escriptor de partitures musicals antigues. 
La identificació de l'escriptor consisteix en determinar l'autor d'un document manuscrit d'entre un conjunt 

d'escriptors. L'objectiu és emprar només notació musical per determinar l'autor (encara que hi ha partitures que 

contenen també text). S'han desenvolupat dos mètodes per a la identificació: el primer proposa extreure 

característiques de cada linia musical (és a dir, de cada pentagrama), i el segon extreu característiques texturals de 

textures de símbols musicals. 

Primerament, la partitura és preprocessada, binaritzant-la i eliminant les línies de pentagrama. 

 

El primer mètode extreu 100 característiques de cada línia musical: mesures bàsiques (com és la inclinació i el 

gruix de l'escriptura), components connexes, regions tancades, contorns del perfil superior i inferior, i 

característiques fractals. 

 

El segon mètode genera 4 diferents tipus de textura a partir dels símbols musicals. Cada mètode empra diferents 

variacions espaials per combinar els símbols musicals i generar una textura. Després, filtres de Gabor i Matrius de 

co-ocurrència de nivells de grisos (GSCM) son emprats per extreure característiques. 

 

En ambdós casos la classificació es realitza emprant un classificador k-NN basat en la distància euclidea. 

Els mètodes han estat provats sobre una base de dades de partitures antigues (segles XVII-XIX), aconseguint 

encoratjadors resultats d'identificació. 

   

 

Resum en anglès (màxim 300 paraules) 
The research performed during three months in the University of Bern (Switzerland) consists in the development of a 
method for writer identification in old handwritten music scores. 
 
Writer identification consists in determining the writer of a piece of handwriting from a set of writers. 
Even though an important amount of compositions contains handwritten text in the music scores, the aim of our work is to 
use only music notation to determine the author. 
We have developed two approaches for writer identification in old handwritten music scores. The methods proposed 
extract features from every music line, and also features from a texture image of music symbols. First of all, the music 
sheet is first preprocessed for obtaining a binarized music score without the staff lines. 
 
In the first approach, 100 features are extracted from every music line: basic measurements (slant, width of the writing...), 
connected components, enclosed regions, contours of the upper and lower profile and fractal features.  
 
In the second approach, four different methods for generating texture images from music symbols are applied. Every 
approach uses a different spatial variation when combining the music symbols to generate the textures. Afterwards, 
Gabor filters and Grey-scale Co-ocurrence matrices are used to obtain the features. 
  
 
 

 
 



           

 
 

Resum en anglès (màxim 300 paraules) – continuació -. 
 
The classification is performed using a k-NN classifier based on Euclidean distance.  
The proposed method has been tested on a database of old music scores from the 17th to 19th centuries, achieving 
encouraging identification rates. 
 

 
 
 
 
2.- Memòria del treball (informe científic sense limitació de paraules). Pot incloure altres fitxers de 
qualsevol mena, no més grans de 10 MB cadascun d’ells. 
 
Veure pdf adjunt. 
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1 Introduction

Document analysis in historical documents has at-

tracted growing interest in the last years, whose aim

is the conversion of these documents into digital li-

braries, helping in the diffusion and preservation of

artistic and cultural heritage. Optical Music Recog-

nition (OMR) is a classical area of interest of Doc-

ument Image Analysis and Recognition (DIAR) that

combines textual and graphical information. In addi-

tion to the preservation in digital format, the interest

of aplying DIAR to historical handwritten musical

scores is twofold. The first is the transcription of the

score to a standard format, even machine readable

like MIDI, while the second consists in the classi-

fication of the document in terms of the writer. In

fact, many historical archives contain a huge num-

ber of sheets of musical compositions without infor-

mation about the composer, and musicologists must

work hard for identifying the writer (or the copier)

of every sheet. For that reason, a system for writer

identification in old music scores could help musi-

cologists in such a task.

Writer identification in handwritten text docu-

ments is a mature area of study (see [1], [10], [16],

[17], [19]), whereas very few research has been done

in identifying the writer of music scores. As far as

we know, only one project (see [4], [7], [11]) has

been performed about writer identification in music

scores. The authors have developed a prototype that

analyzes the music score and then extracts some fea-

tures about structural information of the music sym-

bols and notes. However this work is at a preliminary

stage and no results have been published.

Most compositions in last centuries were sacred

music, containing lyrics (text) for singers. In these

scores, the writer identification methods for hand-

written text documents could be applied for lyrics.

However, the aim of our work is to evaluate the per-

formance of writer identification methods extracting

features only from music symbols. Moreover, our

methodology will also be useful for writer identifica-

tion in those music scores that contain no text, such

as music scores for instruments.

In this paper we present two methods for perform-

ing writer identification in musical scores, which

avoid the recognition of the elements in the score.

Some authors (see [5], [16], [17]) claim that writer

identification in handwritten text documents can be

performed without recognizing the words, i.e., with

the meaning of the text being unknown. In the

present paper, this assumption is extended to music

scores. Consequently the system will be faster and

more robust, avoiding the dependence on a good rec-

ognizer. In fact, we have adapted part of the writer

identification approach described in [8] and [16] to

old musical scores, where instead of letters of the al-

phabet, music notations are analysed.

The remainder of this document is structured as

follows. In the next section the preprocessing steps

are presented, and in Section 3 and 4 the two meth-

ods for feature extraction are described. In Section 5,

experimental results are presented. Finally, Section 6

concludes the paper and proposes future work.



2 Preprocessing

2.1 Binarization and Staff removal

The input gray-level scanned image (at a resolution

of 300 dpi) is first binarized with the adaptive bina-

rization technique proposed by Niblack [13]. Then,

filtering and morphological operations are applied to

reduce noise. Afterwards, the image is deskewed in

order to make the recognition of staff lines easier. For

this purpose, the Hough Transform method is used to

detect lines and obtain the orientation of the music

sheet. Then the image is rotated if necessary.

For writer identification, the staff lines are use-

ful only if they are written by hand. In most of

the music sheets of our database, however, they are

printed. For that reason, staff lines are removed from

the score. The extraction of staff lines (even if they

are printed) is difficult because of paper degradation

and the warping effect. For that reason, a robust

system for detecting and removing every segment of

the staffs is developed, which uses median filters and

contour tracking. For further details, see [6].

2.2 Normalization

The information about location of staff lines pre-

viously obtained is used for segmenting the mu-

sic sheet into lines. Afterwards, the lines must be

aligned with respect to a horizontal reference line.

This step will be called normalization.

The normalization typically performed in hand-

written text can not be applied here, because in mu-

sical scores, the height of every music line will vary

depending on the melody of the composition. In mu-

sic notation, notes are located upper or lower in the

staff for reaching higher or lower frequency. There-

fore, melodies with both treble and bass notes will

result in a line with a larger height. This fact can be

confusing for the writer identification system, which

could wrongly identify heights of large extend in

lines (melodies with bass and treble notes) as a typ-

ical feature of a specific writer. For that reason, the

music notes must be rearranged with respect to a hor-

izontal reference line. Thus, the normalization step

computes the centroid of every connected compo-

nent of the line, and uses this centroid for aligning

the component with an horizontal reference line (see

Fig.1).

Figure 1: Preprocessing step: Original music line in

gray scale, binarized music line (without staff lines),

and normalized line.

3 Extraction of line features

The first method proposed extracts 100 features for

every music text line. For a full description we refer

to [8] and [12].

3.1 Basic Features

The basic features taken into account are the follow-

ing: the writing slant, the height of the main three

zones and the width of the writing.

For obtaining the slant angle, the contour of the

writing is computed and an angle histogram is cre-

ated by accumulating the different angles along the

contour. All angles are weighted by the length of the

corresponding line. From the histogram, the mean

and standard deviation are computed.

The three writing zones are called the UpperZone,

the MiddleZone and the LowerZone. They are deter-

mined by the top line, the upper baseline, the lower

baseline and the bottom line. To determine these

lines, a horizontal projection of the music line is

computed, and an ideal histogram with variable po-

sition of the upper baseline and the lower baseline is

matched against this projection. Then, the following

ratios (for avoiding absolute values) are used as fea-

tures: U/M , U/L and M/L, where U is the height of

the UpperZone, M is the height of the MiddleZone

and L is the height of the LowerZone.

The width of the writing is obtained by select-

ing the row with most black-white and white-black

transitions. Here, and for avoiding outliers, the me-

dian ml of the lengths of every run is computed. Fi-

nally, this value is used for obtaining the ratio, M/ml

(where M is the height of the Middlezone), which

will be used as a feature.



3.2 Connected Components

Some authors write musical notes in a continuous

stroke while others break it up into a number of com-

ponents. Thus, from every binary image of a line of

music, connected components are extracted. Then,

the average distance between two successive bound-

ing boxes is computed. The system computes the av-

erage distance of two consecutive connected compo-

nents and also the average distance between the ele-

ments belonging to the same connected component.

Moreover, the average, median, standard deviation of

the length of the connected components are used as

features.

3.3 Enclosed Regions

Closed loops can be of circular, elliptical or rectan-

gular shape, depending on the writing style. For that

reason, features about the shape of the loops are use-

ful and are added to the set of features. The loops

are not analyzed directly. Instead, the blobs that are

enclosed by a loop are computed by standard region

growing algorithm. The first feature is the average of

the form factor f , taken over all blobs of one line. If

A is the area of the blob under consideration and l is

the length of its boundary, the form factor f and the

roundness r are computed as:

f =
4Aπ

l2
, r =

l2

A
(1)

Finally, the average over all blobs and the average

size of the blobs in a line are taken as features.

3.4 Lower and Upper Contour

A visual analysis of the upper and lower contours

of the music lines reveals that they differ from one

writer to another. Some writings show a rather

smooth contour whereas others are pointed with

more peaks, being useful information for writer iden-

tification.

For selecting the lower and the upper contour of

a line, gaps must be removed, and discontinuities in

the y-axis are eliminated by shifting these elements

along the y-axis. Once the continuous lower and up-

per contour (called characteristic contours) are ob-

tained, the following features are extracted: slant of

the characteristic contour (obtained through linear re-

gression analysis), the mean squared error between

the regression line and the original curve, the fre-

quency of the local maxima and minima on the char-

acteristic contour (if m is the number of local max-

ima and l is the number of local minima, then the

frequency of local maxima is m/l and the frequency

of local minima is l/m), the local slope of the charac-

teristic contour to the left of a local maximum within

a given distance, and the average value taken over

the whole characteristic contour. The same features

are computed for the local slope to the right of a local

maximum, and the same for local minima to the right

and to the left.

3.5 Fractal Features

The idea proposed in [2],[3] is to measure how the

area A of a handwritten line grows when a morpho-

logical dilation operation is applied on the binary im-

age. The line is first thinned, and the dilation is per-

formed using different kernels (disks of radius η for

information invariant to rotation).

For each of this kernels, the area A(Xη) of the di-

lated writing Xη is measured. The fractal dimension

D(X) is defined by:

D(X) = lim
η→0

(2 −
lnA(Xη)

ln η
) (2)

Then, we obtain the evolution graph plotting the

behaviour of y over x:

x = ln η, y = lnA(Xη) − ln η (3)

Afterwards, this function is approximated by three

straight lines. The points p1, ..., p4 are found by min-

imizing the square error between the three line seg-

ments and the points of the evolution graph. Finally,

the slopes of these three characteristic straight line

segments are computed and used as features.

In addition to three disks kernels, 18 ellipsoidal

kernels are used for getting information about the ro-

tation in the writting style. These ellipses are de-

fined with increasing the length of the ellipse’s two

main axes and the rotation angle. Thus, a total of 63

(=21x3) features are extracted.

4 Extraction of texture features

The second method proposed extracts texture fea-

tures from music textures.



4.1 Creation of textures

Taking the music lines in the preprocessing step, one

must create textures for extracting features. There

are four different approaches for obtaining these tex-

tures. In Figure 2 the four different textures from

two writers are shown. The first kind of texture

(Fig. 2(a),(b)) is called Basic texture, which consists

in taking altogether the text lines obtained in the pre-

processing step, without any processment. The sec-

ond one (Fig. 2(c),(d)) is called TextLine texture,

which consists in taking randomly music symbols

and putting them in a reference line, with the same

inter-symbol distance. In this way, if the music score

contains a group of the same kind of music symbol

(i.e. quarters or rests), they will be randomly dis-

tributed over the texture, obtaining a more hetero-

geneus one. The third one (Fig. 2(e),(f)) is called As-

pect Ratio texture, which consists in taking the idea

of TextLine texture, but making all the symbols of

equal size. For every symbol that must be resized, its

aspect ratio will be maintained. The last one is called

Resize texture, which consist in the same idea of As-

pect Ratio texture, but without the preservation of the

aspect ratio in the resize process.

4.2 Feature extraction from textures

Once we have the music textures, textural features

are extracted. Some work by Said [16] has been per-

formed using texture features for writer identification

in handwritten text. The idea is to use the same fea-

tures, adapting them to music textures.

4.2.1 Gabor features

The multi-channel Gabor filtering technique is based

in the psycophysical findings that affirm that the

processing of pictorial information in the human

visual cortex involves a set of parallel and quasi-

independent cortical channels, which can be mod-

elled by bandpass filters. The two Gabor filters are

of opposite symmetry and are computed as:

{

he(x, y; f, θ) = g(x, y)cos(2πf(xcosθ + ysinθ))
ho(x, y; f, θ) = g(x, y)sin(2πf(xcosθ + ysinθ))

(4)

Afterwards, the Fourier transform (FFT) of the fil-

ters are computed as:

(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 2: Textures created from music symbols of

two authors. The first column shows textures from

Clausell, the second column corresponds to textures

from Milans: (a)-(b) Basic, textures (c)-(d) TextLine

textures, (e)-(f) Aspect ratio textures, (g)-(h) Resize

textures.

{

qo(x, y) = FFT−1 [P (u, v)Ho(u, v)]
qe(x, y) = FFT−1 [P (u, v)He(u, v)]

(5)

where P (u, v) is the Fourier Transform of the in-



put image p(x, y) and Ho(u, v) and He(u, v) are

the Fourier Transform of the filters ho(x, y; f, θ) and

he(x, y; f, θ) respectively. Finally, we obtain the

combination of the two filters, and a single value at

each pixel is obtained:

q(x, y) =
√

q2
e(x, y) + q2

o(x, y) (6)

For the computation of features, the two parame-

ters used are the radial frequency with values f =
{4, 8, 16, 32}; and the orientation with values θ =
{0o, 45o, 90o, 135o}. The output corresponds to 4x4

= 16 images. Extracting the mean and the standard

deviation we obtain a total of 16x2 = 32 Gabor fea-

tures.

4.2.2 GSCM features

The Grey-Scale Co-ocurrence Matrices (GSCM) are

typically used for describing grey scale textures. For

an image with N grey levels, each GSCM is a ma-

trix NxN , with a distance d and an angle θ, where

GSCMd,θ(a, b) corresponds to the number of pairs

(Pixel1, P ixel2) which Pixel1 is of grey color a,

Pixel2 is of grey color b, and Pixel1 and Pixel2 are

separated a distance d and angle θ. Whereas GSCM

are of a high computational cost for grey images,

they are fast to compute with binary images, because

there are only two grey values: black and white.

The parameters used in our method are the dis-

tance d with values d = {1, 2, 3, 4, 5}; and the ori-

entation θ = {0o, 45o, 90o, 135o}. The output corre-

sponds to 20 matrices of dimension 2x2, with 3 inde-

pendent values (there is diagonal symmetry). In total

we obtain 20x3 = 60 features.

5 Experimental Results

5.1 Results using line features

We have tested the first method with sets of 25 mu-

sic lines each from one out of seven different writers,

obtaining a database with a total of 175 music lines.

These music lines are extracted from a collection of

music scores of the 17th, 18th and 19th centuries,

which have been obtained from two archives in Cat-

alonia (Spain): the archive of Seminar of Barcelona

and the archive of Canet de Mar.

The music lines are obtained through the prepro-

cessing steps described above, and the vector of 100

features is computed for every music line. The classi-

fication has been performed using a k-Nearest Neigh-

bour classifier based on Euclidean distance. In the

experiments, we have used 5 test subsets, randomly

chosen, containing 3 music lines per writer. Thus,

every test set of 21 files is classified using a train-

ing data set of 154 files. In Table 1 the classifica-

tion results for different values of k-NN are shown,

where 3-NN reaches better writer identification rates

(83.8%).

Table 1: Writer identification rates using all 100 fea-

tures and different values of k-NN.

k-NN W.I.Rate

1-NN 80.0%

3-NN 83.8%

5-NN 79.0%

7-NN 79.0%

5.2 Results using texture features

We have tested the second method with 66 music

pages from 6 different writers, where every writer

has written 11 pages. Three textures are created per

music page, obtaining a database of 6x33 = 198 mu-

sic textures. These pages are extracted from the same

collection of music scores explained in the previous

subsection.

As in the previous experiments, we have also used

5 test subsets, randomly chosen, containing one page

per writer. This means that all the three music tex-

tures obtained from every page are used in the test

set. Thus, every test set of 6x3= 18 files is classified

using a training data set of 198-18 = 180 files.

In Table 2 the classification results for different

values of k-NN are shown. Resize textures obtain

better writer identification rates (83%) using Gabor

features, whereas GSCM obtain the best recognition

rates (over 90%) in both TextLine and Resize tex-

tures. Notice that the textures extracted using the

Aspect Ratio technique obtain in both cases the worst

writer identification rates. This fact can be explained

because of the big black spots that appear in the tex-

tures, confusing the system.



Table 2: Writer identification rates using Gabor and

GSCM features for different values of k-NN.

Experiment Basic TextLine A.Ratio Resize

Gabor 1-NN 65% 69% 61% 83%

Gabor 3-NN 63% 68% 55% 78%

GSCM 1-NN 81% 93% 63% 92%

GSCM 1-NN 82% 93% 65% 92%

6 Conclusions and Future Work

We have presented two methods for writer identifi-

cation in musical scores. The first one uses line fea-

tures whereas the second one uses textural features.

The work is still at an early stage, but we have ob-

tained high classification rates. Further work will be

focused on increasing the database and adding spe-

cific features for musical notation to the current set

of features.
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