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�e So	ware De
ned Networking (SDN) paradigm can provide �exible routing and potentially support the di�erent com-
munication patterns that exist in Wireless Sensor Networks (WSN). However applying this paradigm to resource-constrained
networks is not straightforward, especially if security services are a requirement. Existing SDN-based approaches forWSN evolved
over time, addressing resource-constrained requirements. However, they do not integrate security services into their design and
implementation. �is work’s main contribution is a secure-by-design SDN-based framework for Wireless Sensors Networks.
Secure node admission and end-to-end key distribution to support secure communication are considered key services, which the
framework must provide. We describe its speci
cation, design, implementation, and experiments considering device and protocol
constraints.�e results indicate that our approach has achieved such goals with acceptable overheads up tomedium sized networks.

1. Introduction

Wireless Sensor Networks (WSN) are composed of resource-
constrained devices with the purpose of gathering informa-
tion from the environment.�ese devices can sense, process,
and communicate, increasing the information andperception
about the world. In fact, WSN constitutes an important
tool for real-world applications, improving the information
gathering process in many scenarios such as precision agri-
culture, biodiversity monitoring/research, elderly/disabled
monitoring, and health support as well.

�ere are many applications for WSN in which security
services, such as data con
dentiality, integrity, and data
source authentication, are crucial. Nevertheless, given the
limitations of the hardware typically used, the security
mechanisms of conventional networks are likely to cause
undesirable e�ects, such as a signi
cant increase in energy
consumption and/or communication delay, either from the
overhead of processing or from the increment of transmitted
data.

�us, one of the main challenges for the implementation
of security mechanisms in WSN is to solve the con�ict

between minimizing resource consumption and maximizing
security [1]. Furthermore, characteristics such as mobility
and heterogeneity pose new challenges for deployment of
communication protocols.

Routing protocols for WSN evolved over time. Most of
the deployments had speci
c purposes and used routing
algorithms tailored for those needs. For instance, directed
di�usion was designed for event and interest based networks
[2], while Collection Tree Protocol (CTP) is adequate for
convergecast exclusive tra
c pattern [3]. �en RPL (RFC
6550 [4]) was proposed to address di�erent routing patterns,
such as node-to-node, node-to-sink, and sink-to-node com-
munication. However, it is designed to be e
cient in node-
to-sink tra
c.

�e issues of routing �exibility and provision of secu-
rity services can potentially be addressed by the so-called
So	ware De
ned Networking (SDN), a paradigm that uses
logically centralized so	ware to control the behavior of a
network.

OpenFlow [5] is a widely known implementation for
the SDN southbound protocol, which has been used on
wired networks with devices empowered with relatively more

Hindawi
Security and Communication Networks
Volume 2018, Article ID 8734389, 14 pages
https://doi.org/10.1155/2018/8734389

http://orcid.org/0000-0002-8491-4568
http://orcid.org/0000-0001-5602-6953
http://orcid.org/0000-0003-3738-6448
http://orcid.org/0000-0003-4441-8778
https://doi.org/10.1155/2018/8734389


2 Security and Communication Networks

resources. On the other hand, SDN for a WSN scenario
imposes di�erent challenges and requirements. Among the
challenges, we highlight the limited resources: energy, pro-
cessing, memory, and communication. Requirements are
related to the applications characteristics (e.g., data frequency
and size), as well as to the nodes behavior due to duty cycles,
operating systems, and programming approach.

�e literature presents two main approaches to SDN
applied to WSN-like scenarios. First approach is to consider
the sensor nodes as non-SDN components, which must rely
on other SDN-capable devices [6, 7]. �e second approach
considers that WSN nodes are SDN-capable, such as the
Flow-Sensor [8], Sensor OpenFlow [9], SDN-Wise [10], and
TinySDN [11].

Unfortunately there are drawbacks for these approaches.
�e ones based on OpenFlow have issues concerning frame
sizes, introduced overhead, and use of TCP as underlying
communication protocol. SDN-Wise implementation is not
completely available for download and use. TinySDN pro-
vides the code and related documentation, but it is highly
dependable onTinyOS; thus limiting the platforms it could be
deployed. Also the use of the ActiveMessage function limits
interoperability with other systems.

Furthermore, none of these approaches consider security
by design. Control messages are not authenticated, and thus
a malicious node could attack the network causing routing
holes.

To the best of our knowledge, none of them address
secure node admission procedure and end-to-end key distri-
bution, which are modern security requirements.

�e main contribution of this work, unlike the existing
literature, is the design and implementation of a secure SDN
framework for WSN, which takes into account (1) node
admission, (2) key distribution, and (3) device and protocol
constraints typical of WSN networks. �is was possible to
be achieved due to a careful selection and integration of
cryptographic algorithms so that users can explore the trade-
o� between security and resource usage [12]. As a result,
based on both the knowledge of the cryptographic algorithms
trade-o�s (e.g., security levels, block sizes) and on the broader
vision of the devices/resources within an SDN network, the
SDN controller is able to make improved routing decisions
for establishing communication �ows thatminimize network
energy consumption.

Notice that we choose to focus on security in order
to create the basic services that in turn can be used to
secure control messages, a critical aspect for SDN. �e
application which will run on top of this So	ware De
ned
Wireless Sensor Network (SDWSN) could bene
t from such
mechanisms and even use same infrastructure to secure
its messages. Providing the basic security services on a
combined SDN/WSN approach is per se a research topic on
its own and the achievement of higher-level services such
as privacy should be taken into account by the applications
designers, since the granularity and requirements of their
messages are application dependent.

�e remainder of this paper is organized as follows.
Section 2 discusses related work, while Section 3 presents
requirements and motivation. Section 4 describes our

proposed framework architecture, while Section 5 presents
performance analysis. Section 6 concludes this paper,
presenting 
nal considerations and future work.

2. Related Work

�e concept of network programmability gained attention
with So	ware De
ned Networks (SDN) and OpenFlow
protocol. In SDN, programmability is achieved by decoupling
the forwarding plane from the control plane, thus centralizing
routing decisions on specialized controller nodes. �ese
nodes install routing rules on the routing nodes, which is
achieved by a so-called southbound interface protocol (e.g.,
OpenFlow).

Hence, routing devices forward packets by applying
previously installed rules to incoming packets. If a packet
does not match any of the current rules, a query is sent
to the controller. Routing is based on �ows, a concept
not necessarily driven by destination addresses, since other
packet 
elds may be checked or another abstraction may
be employed. For example, OpenFlow rules may check TCP
ports or the VLAN tag.

However, enabling network programmability on con-
strained devices, such asWSNmotes, is not a trivial task. One
of the challenges is related to limitations in frame sizes (127
bytes considering IEEE 802.15.4). Additionally, every WSN
node is a router; therefore every node must be SDN enabled
in a so	ware de
ned sensor network, as depicted in Figure 1.
Another challenge is that usually there is a dedicated control
channel in wired SDN (out-of-band control), while wireless
SDN uses in-band control; i.e., both data and control packets
share the same wireless link.

Our literature review was done by using literature search
tools with main keywords (such as SDN, WSN, and security)
and 
ltering results to recent work on the subject, which
in turn provided references and surveys of the previous
literature. We could not 
nd any SDWSN e�ort that takes
security into consideration. However, we could identify a
few previous e�orts on implementing SDN on WSN and on
security in WSN, which we classify as (1) OpenFlow based,
(2) new southbound protocol speci
cation, (3) security only,
or (4) architectural only.

(1) OpenFlow based. Sensor OpenFlow [9] follows an
OpenFlow based approach, discussing technical challenges
such as control overhead and reliability. But other important
aspects are not discussed including topology discovery, infor-
mation gathering mechanism, and packet size. In addition,
there are no experimental results.

A similar work, Flow-Sensor [8], is also based on Open-
Flow, thus inheriting some of its characteristics such as TCP-
based communication and security primitives. However,
WSN-speci
c issues were not discussed, such as layer 2
compatibility, device capability to run TLS-based protocols
(required byOpenFlow), and TCP poor performance on Low
power and Lossy Networks (LLNs) [13].

Prasad and Ali proposed an identity-based scheme for
so	ware de
ned ad hoc networks [14]. Nonetheless, they use
OpenFlow and do discuss devices limitation; therefore their
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Figure 1: Di�erences of routing approaches.

scheme is not adaptable to the WSN scenario. Also, identity-
based schemes are subject to key escrow.

Similarly, another work [15] focuses on securely porting
OpenFlow to the ad hoc scenario. But speci
cation details or
results based on any implementation of the proposal are not
provided.

(2) New southbound protocol speci�cation.�ese pro-
posals do not rely on OpenFlow architecture. SDN-Wise [10]
uses a stateful �ow table and implements its own neighbor
discovery protocol. Up to three packet 
elds may be matched
using comparison operators.�e experiments assessed round
trip time and control overhead metrics.

TinySDN [11] relies on Collection Tree Protocol (CTP) to
allow multiple controllers in the same network. CTP is also
used for neighbor discovery purposes. �e metrics analyzed
are time to reach controller and time to deliver the 
rst data
packet.

Data packets are matched according to a �ow-iden-
ti
cation 
eld (FlowID), which should correspond to an
application. For example, suppose there is a FlowID that
represents “temperature collection.” �e controller could
identify temperature sinks and set routes for the sink with
best metrics.

IT-SDN [23] improves on IT-SDN as its speci
cation is
not coupled with any operating system and the underlying
discovery algorithms are replaceable. It also implements the
concept of FlowID packets matching.

SDN-Wise and TinySDN were actually implemented and
tested, but the scenarios considered in the performance
analysis are limited in number of nodes (up to 7). Although
both designed their own southbound protocol, secure node
admission and secure data transmission were not addressed.

IT-SDN is discussed as the routing infrastructure of a
secure sensing as a service architecture [24]. �e authors
argue that postquantum schemes should be used to dis-
tribute symmetric cryptographic keys and several schemes
are discussed and benchmarked. Although the paper presents
IT-SDN performance analysis in networks up to 25 nodes,
the details of how to introduce secure mechanisms in the
so	ware de
ned WSN are not discussed nor implemented.

Black SDN [16] attempts to secure resource-constrained
SDN by fully encrypting layer 2 frames (including head-
ers). However, there is no real implementation and some
fundamental questions are not discussed, such as topology
discovery, compatibility to existing IEEE 802.15.4 networks,
cryptographic keys distribution, and information about the
intended southbound protocol.

(3) Security only. Di�erent authors have proposed
cryptography-based security solutions speci
c to Wireless
Sensor Networks. Some of the most prominent are the IEEE
802.15.4 securitymechanism [25], TinySec [26],Minisec [27],
ContikiSec [28], and, more recently, WSNSec [29] and AdC
[30]. All of these solutions focus on hop-by-hop security,
since theywere designed/implemented to operate at the lower
layers of the OSI protocol stack, acting only at the link and/or
network layer. While such an approach is suited to provide
link-layer security, it unfortunately cannot guarantee end-to-
end security. Furthermore, most of these architectures were
designed and implemented for speci
c hardware platforms
and operating systems, preventing its wide adoption.

�e work by Boudia et al. [31] introduces a scheme to
provide end-to-end security services, however the important
task of key distribution is not handled. Also, the scheme is
based on clustering, which limits the network �exibility.

(4) Architectural only. Other authors discussed archi-
tectural aspects of So	ware De
ned Networking on WSN or
IoT [17–22], but they do not address protocol speci
cation
or implementation issues and therefore do not contain a
proof-of-concept of their design. Akram and Gokhale [18]
propose a cross-layer design that leverages IEEE 802.15.4
characteristics, including layer 2 encryption. Nonetheless,
secure node admission and key establishment were not
discussed.

�e SDN framework proposed herein, ��3� (Wireless
Secure SDN-based Communication for Sensor Networks),
enhances previous proposals as it addresses security issues,
such as secure node admission, key distribution, and estab-
lishment of a secure control channel. To this end, we designed
a southbound protocol to support these operations based
on authenticated key agreement [32]. It is fully compliant
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Table 1: Comparison between related works.

SB protocol
Neighbor &

Controller discovery
Reconnection Crypto

Node admission
& Key exchange

Implementation

[9] OF-based Not informed Not discussed OF-based TLS OF-based TLS None

[8] OF-based Not informed Not discussed OF-based TLS OF-based TLS
Custom
simulator

[14] OF-based Not informed Not discussed OF-based TLS OF-based TLS NS3

[15] OF-based Not informed Not discussed OF-based TLS OF-based TLS None

[11] Own spec CTP Not discussed None None TinyOS

[10] Own spec Own protocol Not discussed None None Contiki

[16] Own spec Broadcast/ �ooding Not discussed Yes None
Custom
simulator

[17] Not informed Not informed Not discussed None None None

[18] Own spec based on MAC Not discussed Yes None None

[19] Not informed Not informed Not discussed
Mentions, not

detailed
None None

[20] Not informed Not informed Not discussed None None None

[21] Not informed Not informed Not discussed
Mentions, not

detailed
Mentions, not

detailed
None

[22] Not informed Not informed Not discussed
Mentions, not

detailed
Certi
cate based None

[23, 24] Own spec replaceable Not discussed
Mentions, not

detailed
Mentions, not

detailed
Contiki

��3� Own spec 6lowpan ND Discussed Yes Yes Contiki

to IEEE 802.15.4 frame length constraints, but it is not
coupled with it and could be implemented on top of other
standards. �e solution has been implemented and tested on
Contiki OS, assessing the metrics of packet delivery ratio,
control overhead, and time to perform initial procedures
(authorization, key bootstrap, key agreement, and data �ow
setup).

Table 1 contains a comparison between ��3� and the
cited previous work according to the southbound protocol
design, neighbor and controller discovery mechanism, how
to deal with reconnection, presence of security services
by design (symmetric cryptography based: authentication,
con
dentiality, integrity; asymmetric cryptography based:
key distribution, node admission), and the implementation

status. Note that ��3� is the only work that discusses
node reconnection and fully speci
es how to integrate the
cryptographic primitives with the network layer.

3. Requirements and Motivation

��3�’s main goal is to provide security services for the
combined SDN/WSN. �erefore, we identi
ed common
requirements from secure WSN frameworks (e.g., [26, 29]),
taking into account the WSN limitations, such as the small
frame sizes and constrained communication. �is section
presents the resulting requirements that guided our investi-
gation. Note that in Section 2 we also used criteria that are
not requirements but are interesting from a project decision
standpoint andwell suited to compare our framework against
the literature review. Furthermore, o	entimes network pro-
tocol design postpones security related issues to a second

iteration or protocol version.�is may increase the challenge
of providing security services or require changes to the initial
design. �erefore, we devised a so	ware de
ned framework
with security in mind.

�e framework provides the following essential security
services: node admission, authenticity, con
dentiality, and
integrity. Secure node admission is the process that allows
new nodes to be authenticated and trusted by all other nodes
in the network, usually enabled by asymmetric cryptographic
primitives. In contrast, data authenticity, con
dentiality and
integrity are achievable through symmetric cryptography,
such as an Authenticated Encryption with Associated Data
algorithm (AEAD). Symmetric key distribution is essential
to allow using an AEAD, achieved in our solution by a key
agreement procedure.

�e constrained wireless network traits hinder the use
of other so	ware de
ned approaches, such as OpenFlow. It
is highly desirable that control packets 
t in the link-layer
transmission unit, typically 127 bytes. In addition, the number
of control packets should be kept to a minimum, as they
are transmitted in-band (opposed to wired networks, which
usually employ out-of-band control).

In the next section we present the framework architecture
and how it meets these requirements.

4. System Architecture

�e secure SDN architecture forWSN (��3�, fromWireless
Secure SDN-based Sensor Networks) is described in this sec-
tion. �e so	ware design for sensor nodes and the network
controller is presented and other two entities are introduced,
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the Key Generation Center (KGC) and the authorization
server. Southbound protocol messages are listed along with
their purposes. Finally, we describe the node admission
procedure and symmetric key establishment steps.

We adopted the �ow forwarding model, similar to
TinySDN [11]. A �ow is identi
ed by a unique identi
er
(FlowID) and is de
ned as one or more paths from source
nodes to possibly multiple destinations assigned to that
�ow.

A �ow is usually coupled with an application service and
may be installed in advance on sensor nodes or it could
be dynamically assigned by an application manager. We
consider the latter case is out of scope and has been studied
previously [33]. We assume that the SDN controller knows
the destination of each FlowID and thus it is able to calculate
�ow paths with a global view of the network.

4.1. Security Notes. A secure communication channel
between the controller and the SDN nodes is of high
importance. Malicious nodes could inject fake packets
into the network causing damage like denial-of-service by
changing �ow de
nitions (e.g., draining nodes’ batteries), or
obtain sensitive or con
dential information if upper layers
do not o�er adequate protection.

Also, applications may want to communicate securely in
an end-to-end manner. Link-layer security is not su
cient
for that purpose, since data is decrypted and re-encrypted
at each hop. On the other hand, easy-to-use SDN APIs
could provide security at network level, taking the additional
key management burdens away from the upper layers. It is
assumed that the SDN controller is trusted by the network
users since it will be the responsible for con
guring all the
network rules.

Symmetric key distribution is a challenging problem in
the context of WSN. Traditional Public Key Infrastructure
(PKI) schemes used in the Internet are not suitable due to
large certi
cates and heavy processing requirements [32].

Authenticated Key Agreement (AKA) solutions are a
more lightweight approach. �e literature o�ers identity-
based schemes as an alternative; however it has the drawback
of key escrow. In addition, security �aws were discovered
in special pairing-friendly curves required by those schemes
[32].

�e certi
cate-less paradigm could be an alternative,
but it was shown that it is not the most e
cient solution.
�erefore we choose an implicitly certi
ed paradigm, the
iSMQV protocol, in particular [32], which combines both
escrow-less capability and performance e
ciency.

�e obtained symmetric key may be used with an
Authenticated Encryption with Associated Data algorithm
(AEAD) to provide con
dentiality, integrity, and authenticity
services, i.e., essential security requirements in the context of
WSN and the Internet of �ings (IoT) [34].

4.2. System Entities. �ere are three special entities in our
SDN architecture, namely, SDN controller, Key Generation
Center (KGC), and authorization server. It is assumed that
these three entities are able to communicate with each other
regardless of WSN connectivity.

�e controller is a commonplace entity across SDN
architectures, responsible for managing the network control
plane in a centralized fashion. It de
nes the routing behavior
by dynamically installing forwarding rules in SDNnodes �ow
tables.

�e controller executes algorithms over a local represen-
tation of the network state (such as topology, link state, and
remaining energy) in order to calculate suitable �ow table
entries according to current routing policy. �e resulting
rules are informed to the nodes by the southbound protocol
described in Section 4.4.

�e controller may also be provided with a northbound
interface, to enable external applications to in�uence network
behavior, but we consider such protocol out of scope, as we
focus on the wireless network segment.

�e Key Generation Center (KGC) is a trusted entity
responsible for generating authenticated key pairs for the
SDN entities by using an Implicitly Certi
ed Authenticated
Key Agreement protocol (such as iSMQV [32]). Note that
although the KGC participates in the key generation proce-
dure, the key pairs are not subject to escrow.

�e Authorization Server is responsible for receiving and
answering authorization requests from joining SDN nodes.
Node access is granted upon checking its credentials in a
database or requesting user interaction. We choose the node
credential to be based on AKA protocol parameters. When a
node is authorized, its ID/Credential is also stored in a local
database called authorization list.

�e other entities are SDN-enabled network nodes,
responsible for data plane execution by consulting local �ow
tables that are managed by the SDN controller. An SDN-
enabled node simply forwards packets according to rules
de
ned by the controller and may also create packets accord-
ing to its application. SDN-enabled nodes use prede
ned
FlowID values to reach the three special entities in the system,
namely, “To KGC,” “To Auth,” and “To Controller” FlowIDs.

4.3. So�ware Architecture. �esecure SDN so	ware architec-
ture is based on RFC 7426 guidelines and terminology [35],
with the addition of security services, such as node admission
and con
dentiality, as aforementioned in Section 4.1.

Figure 2 displays the so	ware architecture envisioned for
SDN-enabled nodes. It aims at clearly de
ning the system
boundaries and its submodules.

�e SDN module provides an interface with the applica-
tion layer for data transmission and data reception services.
On the other hand, the SDN module relies on lower layer
services, including link quality indicators and physical data
transmission/reception.

�e main SDN submodule is called Decision Module. It
handles packet queuing, incoming/outgoing packets, conver-
sion between internal data structures, and raw packets and
coordinates the other submodules. For instance, the Decision
Module converts the raw packet to the SDN module internal
data structures (Raw packet Handler internal submodule).
Next, the packet is forwarded according to its type to the
operational plane or forwarding plane.

�e forwarding plane handles data packets according
to the actions de
ned in the �ow table; for example, the
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Figure 2: SDN-enabled node so	ware architecture.

packet may be forwarded to the next hop, dropped, or sent
to the upper layer in case it has reached its destination. In
case there is no matching rule, it is responsible for querying
the controller about how to handle the packet. Unmatched
packets are stored until the response arrives.

�e �ow table itself is a passive data structure that stores
packet forwarding information, such as actions associated to
each FlowID. If the packet contains any layer 3 headers other
than the SDN-speci
c headers described in Section 4.4, the
forwarding plane should be able to extract such information
through specialized submodules.

Upon a packet reception, the Decision Module checks
whether it is encrypted or not. Encrypted packets must
be decrypted before further processing, which is accom-
plished by the Security Module. Once the plaintext packet
is obtained, it is processed by the SDN layer or sent to upper
layers.

�e Security Module handles all cryptographic oper-
ations, such as key agreement procedures, data encryp-
tion/decryption, and stores sensitive information. �e objec-
tive of this module is to provide an interface to the Deci-
sion Module that eases handling the underlying crypto-
graphic algorithms, providing high level primitives such
as encrypt packet, decrypt packet, and request symmetric
key. �e internal database stores the node asymmetric key
pair, temporary key agreement values, and symmetric keys
that are eventually exchanged with other nodes. Section 4.1
discusses the classes of algorithms which are suitable to

perform each operation, while Section 5.1 contains the spe-
ci
c choices of algorithms, their parameters, and security
level.

�e operational plane module is responsible for man-
aging and updating relevant information about the node
state. For instance, it may check neighboring status or the
amount of available energy, and report the controller through
specialized control packets. �ese parameters are stored in a
parameter table within the operational plane and may also
be polled by the controller or other SDN-enabled nodes. An
auxiliary protocol may be used to ful
ll some of these tasks.
For example, TinySDN uses the Collection Tree Protocol
(CTP) so nodes can reach the controller and gather link
quality information. In our implementation, we use IPv6 ND
as the underlying neighbor discovery protocol [36, 37]. SDN
control packets destined to speci
c nodes are handled by the
operational plane by means of a control �ow table.

�e SDN controller plays a central role in the SDN archi-
tecture, since it takes care of all network related decisions.
It relies on an SDN module to provide connectivity with
network nodes. It may provide an interface to the user, for
example, to show current routes or battery levels, and an API
to allow con
guration by external applications.

In addition to a Decision Module, the SDN controller
itself is composed of the management and control planes,
as displayed in Figure 3. �e Decision Module handles the
interface with the SDN module by transforming between
internal and external data formats and maintains a packet
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queue. It also decides whether a request is destined for the
management plane or the control plane.

�e management plane is the module responsible for
maintaining network information up-to-date; i.e., it feeds
the network representation of the control Plane with new
information. It interacts mostly with the Operational Plane
of the SDN-enabled nodes by sending information request
packets and receiving node status updates. In order to
avoid unnecessary overhead, some node parameters may
be estimated by the management plane instead of actually
querying the network (for instance, the node battery level
[38]).

�e control plane runs decision algorithms in order to
determine the best routes for the network. �e �ow con
gu-
ration may be installed in the network nodes upon a request
(e.g., no matching entry in �ow table) or a recon
guration
may be triggered due to network changes (for instance, link
quality changes).

�e routing algorithms use information consolidated
by the network representation submodule. Many di�erent
strategiesmay be employed; for instance, it is possible to avoid
low battery nodes or to prioritize nonbattery-powered nodes.

However, the actual routing approach is not part of ��3�
framework scope. An example of network representation is
illustrated in Figure 4, including links between nodes, active
�ows, and node data.

Authorization server and KGC architectures are simpler
than the nodes and controller. �e authorization server only
needs a database of authorized nodes and the capability
of informing other network elements of their authorization
status. �e KGC is responsible for bootstrapping nodes
asymmetric keys; therefore it only receives bootstrapping
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Figure 4: Network representation example (node data is exempli-

ed for node 5).

requests and answer the parameters accordingly. It does not
hold temporary values or symmetric keys.

4.4. Southbound Protocol Messages. �e southbound pro-
tocol is composed of a set of message types to perform
SDN network tasks. �e framework speci
cation is �exible
to adopt any network layer packet format (as long as the
forwarding plane implementation is able to deal with it), but
we adopt the convention of RFC 4944 [39] that all packets
start with an 8 bit 
eld that de
nes the packet type, as
indicated in Figure 5.

�e 
rst two bits are reserved for 6lowPAN compatibility
and should be set to zero.�e third bit is reserved and should
be set to zero. �e fourth bit indicates whether the packet
is encrypted or not. �e remaining bits indicate one of the
12 types of SDN packets, namely, data, �ow request, �ow
set up, status response, status request, neighboring informa-
tion, iSMQV bootstrap request, iSMQV bootstrap response,



8 Security and Communication Networks

0 1 2 3 4 5 6 7

+-+-+-+-+-+-+-+-+

|NLP|R|E| Type |

+-+-+-+-+-+-+-+-+

Figure 5: Packet type 
eld. NLP stands forNot a LowPANpacket. R
is reserved. E indicates encryption. Type is the packet type identi
er.

iSMQV key agreement request, iSMQV key agreement
response, authorization request, or authorization response.

�e SDN data packet is used to send application data, its

elds relate to addressing information (FlowID and source
address).

Flow request and �ow set up packets are used for control
�ow and data �ow con
guration. �e main information
needed for requesting a new �ow is addressing information
(network address or FlowID). Flow request packets must
be sent to To Controller FlowID. �e �ow set up packet
con
gures nodes �ow tables and are sent in response to �ow
requests. It contains packet matching rules, action to execute
upon packet match and action parameters.

�e controller will be able to calculate routes only if infor-
mation about network topology is available.�is information
is transmitted to the controller by neighboring information
update packets.�eFlowID should be set toToController and
the address of the node must also be present, followed by a
list of neighbors and their status (link quality metric, such as
ETX).

However, the controller may use information other than
neighboring for route calculation. Such information may
be battery level, physical characteristics, or security services
availability. �is information may be gathered by status
request/response packets. �ey contain addressing informa-
tion and a sequence of information IDs. In the case of status
response messages, the values of such information are also
transmitted.

�e remaining packets are related to security operations.
�e authorization request packet 
elds are FlowID (should be
To Auth Server), source address, node security con
guration,
and the node authentication ID. A	er the SDN-enabled node
is properly authorized, the authorization server replies with
an authorization response. It is destined to the requesting
node and contains the authorization status.

�e next step is to establish an asymmetric key pair
according to the AKA protocol. An iSMQVbootstrap request
message is used by SDN-enabled nodes to start the key setup
procedure. �e 
elds of this packet are the FlowID (must
be To KGC FlowID), node address, and necessary parameter
for executing the protocol. �e KGC replies with an iSMQV
bootstrap response message, the contents of which are, in
addition to the node address, the parameters necessary for

nishing the key authentication procedure and establishing
the asymmetric key. Similarly, key agreement request and
response packets are used to establish a symmetric key, 
lled
with addressing 
elds and protocol parameters.

If security services are enabled, �ow con
guration, status,
neighbor information and data packets have two additional

elds. �e 
rst one is the encryption nonce related to the

+------------------------------+--------------+

| Clear header information | AEAD nonce |

+---------------+--------------+--------------+

| AEAD tag | Encrypted information |

+---------------+-----------------------------+

Figure 6: Generic authenticated packet format.

AEAD algorithm and is used for providing semantic security;
the second one is the AEAD tag (for authentication). �ose

elds are depicted in Figure 6.

4.5. Node Admission and Key Bootstrap Messages. �is sub-
section describes the node admission and key bootstrap
procedure from a network point of view. �e following steps
are executed, as illustrated in Figure 7:

(1) Node transmits authorization request packet;

(2) Authorization module recognizes the node and
reports back an authorization response message;

(3) In the meanwhile, the controller may set up the
reply �ow in its control �ow table and authorization
module �ow table;

(4) Intermediate nodes relay the authorization response
message to the node;

(5) Node receives the authorization response message
and 
res an iSMQV bootstrap request to the KGC;

(6) KGC receives the packet and checks the credentials
within the authorization server;

(7) KGC replies to the node iSMQV bootstrap response;

(8) Intermediate nodes relay the response message to the
node;

(9) �e node is now able to establish authenticated secure
communication with the Controller and is able to
send �ow requests;

(10) A	er the key exchange, the controller adds the node
to the list of secure nodes.

4.6. Node Availability and Message Delivery. It is important

to de
ne the��3� behavior in boundary conditions such as
permanent or temporarily unavailability.

�e underlying neighbor discovery algorithm is responsi-
ble for detecting the absence of nodes. In our implementation,
Neighbor Unreachability Detection (NUD) is used with
this purpose [36]. In the case a node becomes unavailable
(for example, due to lack of energy, or its removal), all
of its neighbors will detect its absence from the current
neighborhood and inform the controller.

Next, the unavailable node will be removed from the
�ow tables and all packets destined to it will be dropped. If
the unavailable node was a relay node to other destinations,
the controller will recalculate and assign the new routes
according to its representation of the network.

If a node is temporarily unavailable (for example, due
to duty cycling or reboot), any messages sent to it will be
lost. �e 
rst mechanism to recover from such failures is
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Boot and start 
neighbor discovery

Calculate
Asymmetric
key

Install node admission �ow via 
SDN control �ow message 
(�ow ID to the auth. server)

Install �ow ID for KGC

Send iSMQV bootstrap request

Boot and start 
neighbor discovery

Discover Neighbors
and update network topology

Node was approved msg
Node approval

Perform Key Agreement

KGCAuthentication
Server

SDN controllerSDN node

Checks authorization

Send iSMQV bootstrap response

Send node admission IDto the Authentication Server

Figure 7: Node admission and key bootstrap messages.

the retransmission mechanisms imbued at the MAC layer.
However, if the packet requires reliability at the network layer,
retransmissions are triggered a	er a timeout. In addition,
the loss of packets decreases the link quality metric, possibly
triggering route recalculations and alleviating congestion
around the designated node.

5. Performance Analysis

5.1. Architecture Implementation. �is section presents the
��3� implementation described in Section 4 and the exper-
iments used to evaluate the performance of the framework.
�e SDN-enabled node implementation is based on Contiki
OS [40], a prominent open-source OS for WSN and IoT.
We were able to compile and test on two platforms: wismote
(MSP430-based) and CC2650 (ARM-based) binaries.

�e SDN layer was implemented as a “network driver,”
following Contiki stack design. An intermediate layer
between MAC and SDN was introduced to allow switching
packets to the SDN or IPv6 stack according to the packet
type 
eld, allowing both stacks to coexist. In fact we use
IPv6 neighbor discovery as the underlying ND protocol. RPL
routing protocol was also enabled, in order to demonstrate
cooperability and to aid keeping neighborhood information
up-to-date.

�e SDN controller was implemented on Linux using C
language. Both authorization server and KGC were embed-
ded in the same piece of so	ware for simplicity.�e controller
calculates routes using Dijkstra algorithm over a network
graph weighted with ETX metric [41]. Route recalculation is
triggered automatically on a prede
ned weight threshold.

Both SDN-node and controller use RELIC [42], a C
library for elliptic curve arithmetic, for implementing the
iSMQV key agreement protocol (compiled for di�erent
platforms). We choose an elliptic curve providing 80-bit

security level (namely SECP160r1 NIST curve [43]).
LetterSoup AEAD [44] was employed to provide symmetric
security services.

5.2. Method and Scenarios. In order to conduct the per-
formance analysis experiments, we used Cooja simula-
tion/emulation environment [45]. Cooja is both a simulator
and emulator as it emulates real Contiki code, using a
third-party tool named MSPSim, and simulates the radio
environment.

�e metrics of interest are packet delivery rate, regarding
both data and control packets, control overhead, and time
that it takes to perform important framework operations.
�ese timemetrics are calculated from themoment of request
to arrival of response, with respect to the following oper-
ations: obtaining authorization, asymmetric key bootstrap,
performing key agreement with the controller, and obtaining
application data �ow. �e time to obtain the controller route
is also measured, but using the node boots time as reference.

�e nodes were arranged in a square grid topology,
the controller placed in the center. We vary the number of
network nodes from 9 to 64, including the controller. Each
node boots at a random time, uniformly distributed from 0 to
10 seconds, to prevent arti
cial synchronization and increase
of packet loss due to collisions.

In addition to the number of nodes, we also varied the
MAC protocol primitive. First we used Contiki nullrdc, an
always-onMACapproach.�e second set of simulations used
ContikiMAC protocol, which turns the radio on periodically
to check for incoming packets [46]. We con
gured Contiki-
MAC channel check rate to 8Hz.

Every node in the network produced data packets at every
5 seconds towards a common sink, which is placed two hops
away from the controller. Data packets are transmitted for 20
minutes and only a	er the network is established to avoid data
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Table 2: Simulation parameters summary.

Parameter Values

Number of nodes 9, 25, 36, 49, 64

Data tra
c rate one packet every 5 s per node

Data tra
c time 20 minutes

Topology grid (controller at center)

MAC protocol Nullrdc, ContikiMAC (8 Hz)

0.0

0.2

0.4

0.6

0.8

1.0

1.2

D
el

iv
er

y 
ra

te
 [

%
]

0 20 8010 50 60 7030 9040

Number of nodes

RPL

CTP

Data (nullrdc)

Ctrl (nullrdc)

Data (ContikiMAC)

Ctrl (ContikiMAC)

Figure 8: Packet delivery ratio results.

and control packets interference. A summary of simulation
parameters is presented in Table 2.

5.3. Results. Each scenario was simulated 10 times, to obtain
statistical relevance. Every graph in this section presents 99%
con
dence intervals.

�e 
rst metric to discuss is packet delivery ratio, exhib-
ited in Figure 8. We observe that delivery rates are fairly high
for small to medium sized (up to 36 nodes) networks and
nullrdcMAC approaches, ranging from 70% to 100% for data
and from 85% to 100% for control packets.

As the number of nodes increases, extra control tra
c
causes packet loss due to collision and bu�er over�ow (lim-
ited to 8 packets at SDN layer). Another issue is the limited
capacity of node �ow tables (10 in the simulations), which
causes recurrent �ow table overwriting. �ose limits were
imposed solely by the memory capacity of the experimental
node device and are not limited conceptually by design.
For instance, consider the 49-node scenario: each controller
neighbor would need 11 control �ow table entries, if routes are
evenly distributed. At the time a packet needs to be routed to
the 11th node, the oldest �ow table entry will be overridden.
�erefore, the next time a packet is routed to that overridden
destination, another �ow request will be issued, increasing
control overhead.

Finally, nodes start to transmit data packets immediately
a	er receiving a shared-key with the controller. �erefore, all
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Figure 9: Control overhead.

transmission attempts fail until the data �ow setup message
arrives, which can take several seconds, as discussed in the
end of this section (Figure 14).

Despite the inferior performance, larger networks are still
able to operate with nullrdc. Operation with ContikiMAC is
not so encouraging, as packet delivery ratio may get below
10% in the 64-node scenario. For the case of small networks,
i.e., 9-node scenario, results indicate nearly 100% delivery.
For larger networks, we suggest more robust duty cycling
algorithms or a cross-layer mechanism to improve delivery
rates, but this discussion is beyond this work.

Figure 8 also shows data delivery rate results for RPL and
Collection Tree Protocol from Ogawa et al. [47]. We observe
better performance for large networks from these protocols
than to SDN. Note that we rely on IPv6 ND as the underlying
topology discovery mechanism. �erefore, in addition to
SDN control overhead, IPv6 and RPL control overhead are
also present, lowering our expectation over delivery rate.

�e percentage of data and control (further classi
ed in
SDNand non-SDN) packets is displayed in Figure 9 (for 9, 25,
36, 49, and 64 nodes). RPL andCTP results are extracted from
Ogawa et al. (25, 49, 64, and 81 nodes) [47].We noticed a large
percentage of control packets in all scenarios, highlighting
the non-SDN control packet fairly high rate (40% to 55%).
Nevertheless, it is comparable to results from Ogawa et al.
[47]. �is suggests that a more e
cient underlying neighbor
discovery protocol could be used instead of IPv6 ND. Also, as
expected, the proportion of control packets raises as network
size increases.

In fact, nodes farther from the controller may not be
able to fully join the network due to low packet delivery
ratio, as illustrated in Figure 10. Scenarios with 9, 25, and 36
nodes are able to fully connect independently of the MAC
primitive. Regarding larger nullrdc networks, nodes are likely
to be able to get a controller key in the simulation timespan,
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Figure 11: Time to obtain controller route from boot. Curves
represent minimum, average, and maximum values.

as opposed to ContikiMAC. �is happens due to the larger
number of hops to reach a distant node and the reduced
delivery probability at the MAC layer.

�e e�ect of duty cycling can also be observed in the
time to obtain controller route, displayed in Figure 11 (note
that this time is computed from node boot time). For all
scenarios above 9 nodes, ContikiMAC takes about twice the
time. It is also interesting to observe that, for eitherMAC, the
minimum time does not change signi
cantly, which means
that the nodes near the controller are always able to get this
route timely (around 30 seconds for nullrdc and 50 seconds
for ContikiMAC).

As the network size increases, the peripheral nodes take
longer to obtain the controller route, causing the increasing
trend both in the maximum and average time values. �e
nullrdc average values increase in an exponential trend from
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Figure 12: Time to perform initial procedures with nullrdc MAC—
authorization, bootstrap, and controller key agreement. Curves
represent minimum, average, and maximum values.
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Figure 13: Time to perform initial procedures with ContikiMAC—
authorization, bootstrap, and controller key agreement. Curves
represent minimum, average, and maximum values.

55 to 350 seconds (note that the graph is in logarithmic scale),
while ContikiMAC ranges from 50 to 700 seconds.

�e delay between the request and the response for
mandatory procedures in our SDN framework, namely, node
authorization, asymmetric key bootstrapping, and controller
key agreement, is shown in Figures 12 and 13 for nullrdc and
ContikiMAC.

Observe that each procedure takes about the same
amount of time to be accomplished. �is is because all
tasks are similar in nature: they are basically a request to
and an answer from the controller. Note that, in this set of
experiments, controller, KGC, and authorization server are all
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Figure 14: Time to obtain application �ow table entry. Curves
represent minimum, average, and maximum values.

in the same computer. Each operation takes a little longer, due
to two main reasons: the latter operations are more complex
and take more time and the network gets busier as nodes join
the network. Note that all minimum times �uctuate around 1
second for both nullrdc and ContikiMAC.

Also, as expected, nullrdc outperforms ContikiMAC in
all scenarios larger than 9 nodes regarding time metrics.
�e 9-node scenario presents similar values for both MAC
primitives; however ContikiMAC presents larger variability.
Nullrdc average delay increases slowly in the 
rst three
scenarios, with values around 10 seconds. In the last two
scenarios, node �ow tables get over�own frequently, causing
new requests, thus lowering performance (up to 200 seconds
on average). ContikiMAC performance drops at the second
scenario due to the duty cycle restrictions, obtaining response
time of a few minutes.

Another characteristic is that maximum values are
notably larger than average values (around 2.5 times for
smaller and 10 times for larger networks). �is is expected
since nodes outlying the controller require more hops to
reach it.

�e last metric regards data �ow request, depicted in
Figure 14. �is metric analysis is similar to the previous
metrics (Figures 12 and 13), since the data �ow request is
similar in nature to the other operations: it is a request to
as a response from the controller. �is request can only be
executed a	er a symmetric key has been properly established
between the node and the controller.

As the time to obtain the data �ow route increases,
more data packets are dropped since the transmission queue
eventually over�ows. �is e�ect is more intense as distance
from controller increases. �erefore, the time to obtain data
�ow helps explain packet delivery ratio results presented in
Figure 8. However, these drops only occur at the beginning of
the data transmission. �erefore, on the long run, the packet
delivery ratio should increase.

6. Conclusions

Security and �exibility are key elements to enable the mod-
ern Wireless Sensor Networks and the Internet of �ings.
We argue that So	ware De
ned Networks are capable of
providing the desired �exibility. However, security was not
a concern in the literature related to SDN application in
constrained devices.

We proposed��3�, a secure SDN framework that is able
to handle node admission and symmetric key distribution.
Cryptographic protocols and algorithmswere combinedwith
an SDN protocol to provide such services. Packet headers
were cra	ed to 
t the IEEE 802.15.4 frame size and to be
compatible with 6LoWPAN networks.

We validated our proposal through an experimental
setup, designed to reproduce typical IoT scenarios. Results
show that initial network setup overhead, inherent to SDN,
takes from 1 to 5 minutes on average, depending on the
scenarios and con
guration. Delivery rate results show the
applicability of the proposed framework up to medium size
networks, which su
ce to most personal area applications
(i.e., domestic usage).

Future work includes replacing the current IPv6 neigh-
bor discovery by a more e
cient algorithm and adding
cooperation between MAC duty cycling and routing process
in order to improve delivery rates and energy e
ciency.
Moreover, the establishment of �ows based on decisions
considering metrics such as the available (estimated) battery
per sensor, data exchange rate of the applications, and type of
cryptographic parameters (e.g., distinct blocks sizes) is also
interesting to be investigated through new experiments.
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