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#### Abstract

An efficient first-principles approach to calculate x-ray magnetic circular dichroism (XMCD) and x-ray natural circular dichroism (XNCD) is developed and applied in the near-edge region at the $K$ and $L_{1}$ edges in solids. Computation of circular dichroism requires precise calculations of x-ray absorption spectra (XAS) for circularly polarized light. For the derivation of the XAS cross section, we used a relativistic description of the photon-electron interaction that results in an additional term in the cross section that couples the electric dipole operator with an operator $\boldsymbol{\sigma} \cdot(\boldsymbol{\epsilon} \times \mathbf{r})$ that we call the spin position operator. The numerical method relies on pseudopotentials, on the gauge including projected augmented-wave method, and on a collinear spin relativistic description of the electronic structure. We apply the method to calculations of $K$-edge XMCD spectra of ferromagnetic iron, cobalt, and nickel and of I $L_{1}$-edge XNCD spectra of $\alpha-\mathrm{LiIO}_{3}$, a compound with broken inversion symmetry. For XMCD spectra we find that, even if the electric dipole term is the dominant one, the electric quadrupole term is not negligible ( $8 \%$ in amplitude in the case of iron). The term coupling the electric dipole operator with the spin-position operator is significant ( $28 \%$ in amplitude in the case of iron). We obtain a sum rule relating this term to the spin magnetic moment of the $p$ states. $\mathrm{In} \alpha-\mathrm{LiIO}_{3}$ we recover the expected angular dependence of the XNCD spectra.
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## I. INTRODUCTION

A dichroic ("two-colored" in Greek) material has the property to absorb light differently depending on its polarization. X-ray circular dichroism is the difference between x-ray absorption spectra (XAS) obtained from left- and right-circularly polarized light, so it describes the dependence of the absorption cross section on the state of circularly polarized light.

In a magnetic sample, the breaking of time-reversal symmetry permits x-ray magnetic circular dichroism (XMCD). This is a powerful tool for studying the magnetic structure of complex systems as it gives element-specific information. Almost all synchrotron facilities around the world have a beamline dedicated to XMCD [1]. The existence of well-established magneto-optical sum rules that allow us to obtain the spin and orbital contribution to the magnetic moment directly from the integral of the spectra [2-4] made it an essential technique to study the magnetic properties of matter. These sum rules are widely and successfully applied at spin-orbit split $L_{2,3}$ edges of transition metals [5-8] and $M_{4,5}$ edges of actinides [9]. On the other hand, in the absence of spin-orbit splitting of the core state (like for the $K$ or $L_{1}$ edge), only the orbital magnetization sum rule [2,4] applies, and a quantitative analysis of the spectra is far from being straightforward. Yet, for $3 d$ transition elements, measurements of XMCD at the $K$ edge are the main way to probe magnetism under pressure, and XMCD is a widely used technique despite the interpretation difficulties [10-12].

[^0]X-ray natural circular dichroism (XNCD) occurs in noncentrosymmetric materials (for which the inversion symmetry is not a symmetry of the system). Up to now, it has been less widely used than XMCD, but it presents a fundamental interest as it gives access to element-specific stereochemical information [13]. In the domain of molecular magnetism, renewed interest in this technique has recently grown [14] with the emergence of new materials that are both chiral and magnetic. Contrary to optical activity to which a large number of mechanisms contribute [15], XNCD is largely dominated by a single contribution [13]. At $L_{1}$ and $K$ edges, XNCD exists only if $p$ and $d$ orbitals are mixed [16], yielding a unique measure of the mixing of even and odd orbitals.

The starting point of our work is a density functional theory (DFT)-based pseudopotential method. Using projector augmented-wave (PAW) reconstruction, the Lanczos algorithm, and a continued-fraction calculation [17-19], this method has proved to be successful for the calculation of absorption (XAS) spectra at the $K$ edge $[17,18,20,21]$. The $L_{1}$ edge, which corresponds to a $2 s$ core hole, is expected to have the same behavior. In this paper, we propose the same kind of DFT-based approach for the calculation of XMCD and XNCD spectra in the near-edge region.

Several calculations of XMCD at the $K$ edge in the near-edge region can be found in the literature. Most of these calculations are based on fully relativistic [22-27] or semirelativistic [28,29] multiple-scattering approaches with muffin-tin potentials even if efforts have been made to go beyond this approximation [30,31].

The technique presented in this paper allows the use of a free-shape potential. Relativistic perturbations were taken into account both in the band structure [32] and in the photonmatter interaction [33]. The method has been implemented within a highly efficient reciprocal space code that allows the modeling of a large range of systems [19].

In Sec. II, the terms that enter the absorption cross section up to the electric quadrupole approximation are listed. Section III is dedicated to the presentation of the computational method. Results obtained for XAS and XNCD at the $L_{1}$ edge of iodine in both enantiomers of $\alpha-\mathrm{LiIO}_{3}$ and for $K$-edge XAS and XMCD spectra in $3 d$ ferromagnetic metals are presented in Sec. IV. Finally, in Sec. V, the relativistic operator is examined in detail within the collinear spin approximation. Its corresponding sum rule is derived and evaluated numerically, and an expression that allows for a simple implementation of this term is given.

## II. CONTRIBUTIONS TO THE CROSS SECTION

In the case of a fully circularly polarized light with a wave vector $\mathbf{k}$ along $z$, the circular dichroism (XMCD and XNCD) cross section is written

$$
\begin{equation*}
\sigma^{\mathrm{CD}}=\sigma\left(\boldsymbol{\epsilon}_{2}\right)-\sigma\left(\boldsymbol{\epsilon}_{1}\right) \tag{1}
\end{equation*}
$$

where $\quad \boldsymbol{\epsilon}_{2}=1 / \sqrt{2}(1, i, 0), \boldsymbol{\epsilon}_{1}=\boldsymbol{\epsilon}_{2}^{\star}=1 / \sqrt{2}(1,-i, 0)$, and $\sigma(\epsilon)$ is the XAS cross section of the material. The XMCD effect at the $K$ edge of $3 d$ transition elements results at most in an asymmetry in absorption of the order of $10^{-3}$. For this study, it is therefore important to compute the absorption cross section very accurately.

In a monoelectronic semirelativistic framework the contribution to the XAS cross section from a given core state of energy $E_{i}$ is given by (see the Appendix)

$$
\begin{equation*}
\left.\sigma=4 \pi^{2} \alpha_{0} \hbar \omega \sum_{f}|\langle f| T| i\right\rangle\left.\right|^{2} \delta\left(E_{f}-E_{i}-\hbar \omega\right) \tag{2}
\end{equation*}
$$

where $\alpha_{0}$ is the fine-structure constant, $|i\rangle$ is the twocomponent wave function that corresponds to the large components of the Dirac wave function of the core state, and the sum runs over unoccupied final states with energy $E_{f}$. The wave functions $|f\rangle$ are eigenstates of the time-independent Foldy-Wouthuysen (FW) Hamiltonian of the electron in the presence of an electromagnetic field $\mathbf{E}_{0}, \mathbf{B}_{0}[34,35]$ :

$$
\begin{align*}
H^{\mathrm{FW}}= & m c^{2}+\frac{\mathbf{p}^{2}}{2 m}+e V-\frac{e \hbar}{2 m} \boldsymbol{\sigma} \cdot \mathbf{B}_{0} \\
& -\frac{e \hbar}{4 m^{2} c^{2}} \boldsymbol{\sigma} \cdot\left(\mathbf{E}_{0} \times \mathbf{p}\right)-\frac{e \hbar^{2}}{8 m^{2} c^{2}} \boldsymbol{\nabla} \cdot \mathbf{E}_{0} . \tag{3}
\end{align*}
$$

Finally, $T$ is the sum of three operators: (i) the electric dipole operator, (ii) the electric quadrupole operator, and (iii) a new light-matter interaction term that we named the spin-position operator (see the Appendix):

$$
\begin{equation*}
T=\boldsymbol{\epsilon} \cdot \mathbf{r}+\frac{i}{2} \boldsymbol{\epsilon} \cdot \mathbf{r k} \cdot \mathbf{r}+\frac{i \hbar \omega}{4 m c^{2}} \boldsymbol{\sigma} \cdot(\boldsymbol{\epsilon} \times \mathbf{r}) \tag{4}
\end{equation*}
$$

where $\sigma$ is the vector of the Pauli matrices.
The absorption cross section expands in six terms, among which four terms are significant (see the orders of magnitude in the Appendix). The dominant term is the electric
dipole-electric dipole (D-D) term:

$$
\begin{equation*}
\left.\sigma_{\mathrm{D}-\mathrm{D}}=4 \pi^{2} \alpha_{0} \hbar \omega \sum_{f}|\langle f| \boldsymbol{\epsilon} \cdot \mathbf{r}| i\right\rangle\left.\right|^{2} \delta\left(E_{f}-E_{i}-\hbar \omega\right) \tag{5}
\end{equation*}
$$

It is usually the only term that is taken into account in calculations of XAS and XMCD spectra at the $L_{2,3}$ edges and sometimes at the $K$ edge [29,36-38].

The electric quadrupole-electric-quadrupole ( $\mathrm{Q}-\mathrm{Q}$ ) term is

$$
\begin{align*}
\sigma_{\mathrm{Q}-\mathrm{Q}}= & \pi^{2} \alpha_{0} \hbar \omega \\
& \left.\times \sum_{f}|\langle f|(\mathbf{k} \cdot \mathbf{r})(\boldsymbol{\epsilon} \cdot \mathbf{r})| i\right\rangle\left.\right|^{2} \delta\left(E_{f}-E_{i}-\hbar \omega\right) \tag{6}
\end{align*}
$$

At the $K$ edge, it can reach a few percent of $\sigma_{\mathrm{D}-\mathrm{D}}$ in amplitude. It contributes mainly to the preedge region. It is sometimes included in x-ray absorption calculations [17,39].

When neglecting spin-orbit coupling and in the absence of an external magnetic field, it is possible to choose real wave functions. In that case, the D-D and Q-Q terms verify $\sigma(\boldsymbol{\epsilon})=$ $\sigma\left(\epsilon^{*}\right)$, which leads to a zero contribution to circular dichroism. For this reason it is crucial to account for relativistic effects in the wave functions calculation in order to compute XMCD.

On the other hand, the two following terms can give a nonvanishing contribution to the circular dichroism cross section even when wave functions can be chosen real.

The electric dipole-electric quadrupole cross term (D-Q) is

$$
\begin{align*}
\sigma_{\mathrm{D}-\mathrm{Q}}= & -4 \pi^{2} \alpha_{0} \hbar \omega \sum_{f} \operatorname{Im}[\langle f|(\mathbf{k} \cdot \mathbf{r})(\boldsymbol{\epsilon} \cdot \mathbf{r})|i\rangle \\
& \left.\times\langle i| \boldsymbol{\epsilon}^{\star} \cdot \mathbf{r}|f\rangle\right] \delta\left(E_{f}-E_{i}-\hbar \omega\right) \tag{7}
\end{align*}
$$

If $|i\rangle$ and $|f\rangle$ are parity invariant (i.e., if inversion $\mathbf{r} \rightarrow-\mathbf{r}$ is a symmetry of the system), then $\sigma_{\mathrm{D}-\mathrm{Q}}=0$. It is, however, this term that is responsible for XNCD [16] because the electric dipole-magnetic dipole term (which is responsible for optical activity in the optical range) is very small in the x-ray range.

The cross term between the electric dipole and the relativistic operator that we call spin position (D-SP) is

$$
\begin{align*}
\sigma_{\mathrm{D}-\mathrm{SP}}= & -\frac{2 \pi^{2} \alpha_{0} \hbar^{2} \omega^{2}}{m c^{2}} \sum_{f} \operatorname{Im}[\langle f| \boldsymbol{\sigma} \cdot(\boldsymbol{\epsilon} \times \mathbf{r})|i\rangle \\
& \left.\times\langle i| \boldsymbol{\epsilon}^{\star} \cdot \mathbf{r}|f\rangle\right] \delta\left(E_{f}-E_{i}-\hbar \omega\right) \tag{8}
\end{align*}
$$

It exists only in magnetic materials. Like the spin-orbit coupling term in the FW Hamiltonian, it arises from the coupling of the small components of the Dirac wave functions. To our knowledge, it has never been evaluated before. We will show in the following that, despite the small prefactor of this term, its contribution to XMCD at the $K$ edge of $3 d$ metals can account for up to one third of the XMCD intensity near the edge.

## III. METHOD

In the framework of the final-state rule [40] the absorption cross section is obtained from one-electron wave functions. Within the frozen-core approximation, the $1 s$ ( $K$ edge) or $2 s$ ( $L_{1}$-edge) unperturbed core states $|i\rangle$ can be determined from an all-electron isolated atom calculation. The stationary final states $|f\rangle$ are calculated self-consistently in the presence of a core hole. Here, they are calculated
within a semirelativistic pseudopotential-based DFT and PAW reconstruction framework [32]. The absorption cross section is then calculated in a continued-fraction scheme using the Lanczos algorithm [17,18].

## A. Collinear semirelativistic self-consistent field calculation

Self-consistent field calculations in this study are based on DFT with a plane-wave basis set and pseudopotentials as implemented in QUANTUM ESPRESSO [19] including the spin-orbit coupling (SOC) term [32]. Since an accurate implementation of SOC plays a crucial role for the evaluation of XMCD spectra, we briefly describe the underlying approach in the following.

In pseudopotential-based methods the potential near the nuclei is replaced by a fictitious smooth potential. The valence-electron wave functions are replaced by pseudo-wavefunctions that are exempt from the rapid oscillations near the core. The size of the plane-wave basis set needed to describe the system is therefore considerably lowered, which leads to a much better computational efficiency compared to an all-electron approach, making an $a b$ initio description of large systems with thousands of electrons possible.

In the PAW formalism, as described by Blöchl [41], the physical valence wave functions $|\Psi\rangle$ can be reconstructed from the pseudo-wave-functions $|\tilde{\Psi}\rangle$ as they are related through a linear operator $\mathcal{T}:|\Psi\rangle=\mathcal{T}|\tilde{\Psi}\rangle$, with

$$
\begin{equation*}
\mathcal{T}=\mathbb{1}+\sum_{\mathbf{R}, n}\left(\left|\phi_{\mathbf{R}, n}\right\rangle-\left|\tilde{\phi}_{\mathbf{R}, n}\right\rangle\right)\left\langle\tilde{p}_{\mathbf{R}, n}\right| . \tag{9}
\end{equation*}
$$

In our case, the set of all-electron partial waves centered on atomic site $\mathbf{R},\left|\phi_{\mathbf{R}, n}\right\rangle$, contains solutions of the Dirac equation for the isolated atom within a scalar relativistic approximation [42], $\left|\tilde{\phi}_{\mathbf{R}, n}\right\rangle$ are the corresponding pseudo partial waves, and $\left\langle\tilde{p}_{\mathbf{R}, n}\right|$ form a complete set of projector functions. The operator $\mathcal{T}$ acts only in augmentation regions enclosing the atoms. Outside the augmentation regions the all-electron and pseudo-wave-functions coincide.

The pseudo-Hamiltonian is given by $\mathcal{T}^{\dagger} H^{\mathrm{FW}} \mathcal{T}$ [32,43]

$$
\begin{equation*}
\tilde{\mathcal{H}}=E_{\text {kin }}+e \tilde{V}^{\mathrm{loc}}(\mathbf{r})+\sum_{\mathbf{R}} e \tilde{V}_{\mathbf{R}}^{\mathrm{nl}}+\tilde{\mathcal{H}}_{\mathrm{SO}}, \tag{10}
\end{equation*}
$$

where $E_{\text {kin }}$ is the kinetic energy as implemented in QUANTUM ESPRESSO and $\tilde{V}^{\text {loc }}$ and $\tilde{V}_{\mathbf{R}}^{\text {nl }}$ are the local part and the nonlocal part in the separable form of the pseudopotentials. $\tilde{\mathcal{H}}_{\text {SO }}$ is the pseudo-Hamiltonian corresponding to the time-independent spin-orbit term in the Foldy-Wouthuysen transformed Hamiltonian [43]:

$$
\begin{align*}
\tilde{\mathcal{H}}_{\mathrm{SO}} & =\mathcal{T}^{\dagger}\left(\frac{e \hbar}{4 m^{2} c^{2}} \sigma \cdot[\nabla V(\mathbf{r}) \times \mathbf{p}]\right) \mathcal{T} \\
& =\frac{e \hbar}{4 m^{2} c^{2}}\left(\sigma \cdot\left[\nabla^{\mathrm{loc}}(\mathbf{r}) \times \mathbf{p}\right]+\sum_{\mathbf{R}} F_{\mathbf{R}}^{\mathrm{nl}}\right) \tag{11}
\end{align*}
$$

$F_{\mathbf{R}}^{\mathrm{nl}}$ at the atomic site $\mathbf{R}$ are [44]

$$
\begin{align*}
F_{\mathbf{R}}^{\mathrm{nl}}= & \sum_{n, m}\left|\tilde{p}_{n}^{\mathbf{R}}\right\rangle \boldsymbol{\sigma} \cdot\left[\left\langle\phi_{\mathbf{R}, n}\right| \nabla v_{\mathbf{R}}(\mathbf{r}) \times \mathbf{p}\left|\phi_{\mathbf{R}, n}\right\rangle\right. \\
& \left.-\left\langle\tilde{\phi}_{\mathbf{R}, n}\right| \nabla \tilde{v}_{\mathbf{R}}^{\mathrm{loc}}(\mathbf{r}) \times \mathbf{p}\left|\tilde{\phi}_{\mathbf{R}, n}\right\rangle\right]\left\langle\tilde{p}_{m}^{\mathbf{R}}\right| \tag{12}
\end{align*}
$$

where $v_{\mathbf{R}}$ and $\tilde{v}_{\mathbf{R}}^{\text {loc }}$ are the atomic all-electron and localchannel pseudopotentials, respectively. As these potentials are spherical, $F_{\mathbf{R}}^{\mathrm{nl}}$ is rewritten as

$$
\begin{align*}
F_{\mathbf{R}}^{\mathrm{nl}}= & \sum_{n, m}\left|\tilde{p}_{n}^{\mathbf{R}}\right\rangle \boldsymbol{\sigma} \cdot\left(\left\langle\phi_{\mathbf{R}, n}\right| \frac{1}{r} \frac{\partial v_{\mathbf{R}}}{\partial r} \mathbf{L}\left|\phi_{\mathbf{R}, n}\right\rangle\right. \\
& \left.-\left\langle\tilde{\phi}_{\mathbf{R}, n}\right| \frac{1}{r} \frac{\partial \tilde{v}_{\mathbf{R}}^{\mathrm{loc}}}{\partial r} \mathbf{L}\left|\tilde{\phi}_{\mathbf{R}, n}\right\rangle\right)\left\langle\tilde{p}_{m}^{\mathbf{R}}\right| . \tag{13}
\end{align*}
$$

The local potential $\tilde{V}^{\text {loc }}(\mathbf{r})=\sum_{\mathbf{R}} \tilde{v}_{\mathbf{R}}^{\text {loc }}(\mathbf{r})$, and the quantity $\frac{1}{r} \frac{\partial \tilde{v}_{\mathrm{R}}^{\text {loc }}}{\partial r}$ decreases in $1 / r^{3}$, so that the action of the operator $\tilde{V}^{\text {loc }}(\mathbf{r}) \times \mathbf{p}$ in the augmentation region is, at first order, the same as the action of $\nabla \tilde{v}_{\mathbf{R}}^{\text {loc }}(\mathbf{r}) \times \mathbf{p}$. In the PAW framework any pseudo-wave-function in the augmentation region can be expanded according to $|\tilde{\Psi}\rangle=\sum_{n}\left|\tilde{\phi}_{n, \mathbf{R}}\right\rangle\left\langle\tilde{p}_{n}^{\mathbf{R}} \mid \tilde{\Psi}\right\rangle$. Therefore, the term proportional to $\tilde{v}_{\mathbf{R}}^{\text {loc }} \sum_{n}$ and the term proportional to $\tilde{V}^{\mathrm{loc}}(\mathbf{r})$ partially compensate each other, so that the dominant contribution arises from the term

$$
\begin{equation*}
\frac{e \hbar}{4 m^{2} c^{2}} \sum_{n \mathbf{R} m} \boldsymbol{\sigma} \cdot\left|\tilde{p}_{n}^{\mathbf{R}}\right\rangle\left\langle\phi_{\mathbf{R}, n}\right| \frac{1}{r} \frac{\partial v_{\mathbf{R}}}{\partial r} \mathbf{L}\left|\phi_{\mathbf{R}, m}\right\rangle\left\langle\tilde{p}_{m}^{\mathbf{R}}\right| . \tag{14}
\end{equation*}
$$

In this study, we consider collinear spin along $z$, and only the $z$ Pauli matrix is considered (diagonal spin-orbit-coupling approximation):

$$
\begin{equation*}
\sigma=\sigma_{z} \mathbf{e}_{z} \tag{15}
\end{equation*}
$$

In XMCD experiments a magnetic field is usually applied parallel to the beam [45], which justifies considering the quantization axis parallel to $\mathbf{k}$.

This semirelativistic approach, which includes spin-orbit coupling in a two-component approach, is computationally less expensive than a fully relativistic one. It has been shown to reproduce the fully relativistic band structure [32]. For heavy atoms, the formula can be generalized by substituting $\nabla \tilde{V}^{\text {loc }}$ and $\frac{\partial \hat{v}_{\mathrm{R}}^{\mathrm{loc}}}{\partial r}$ with reduced gradients, resulting in a zeroth-order regular approximation (ZORA) type of Hamiltonian [32].

In this study, the calculations have been performed using Troullier-Martins norm-conserving pseudopotentials and are based on the generalized gradient approximation (GGA) with Perdew-Burke-Ernzerhof (PBE) functionals [46]. The charge density is evaluated self-consistently in the presence of a core hole which is described by removing a $1 s$ or $2 s$ electron in the pseudopotential of the absorbing atom. A jellium background charge is added in order to ensure charge neutrality. A large unit cell (supercell) must be built to minimize the interactions between periodically reproduced core holes, and the $k$-point grid can be reduced accordingly.

## B. Cross-section calculation

We implemented XMCD and XNCD in the XSPECTRA code [18] of QUANTUM ESPRESSO [19] distribution. The first results of this implementation for the terms D-D and Q-Q can be found in Ref. [47].

In the PAW formalism it has been shown $[17,18]$ that the contribution of the operator $O$ to the absorption cross section,

$$
\begin{equation*}
\left.\sigma(\omega)=4 \pi^{2} \alpha_{0} \hbar \omega \sum_{f}|\langle f| O| i\right\rangle\left.\right|^{2} \delta\left(E_{f}-E_{i}-\hbar \omega\right) \tag{16}
\end{equation*}
$$

can be rewritten, as the initial wave function is localized around the absorbing atoms $\mathbf{R}_{0}$,

$$
\begin{equation*}
\sigma(\omega)=4 \pi^{2} \alpha_{0} \hbar \omega \sum_{f}\left|\left\langle\tilde{f} \mid \tilde{\varphi}_{\mathbf{R}_{0}}\right\rangle\right|^{2} \delta\left(E_{f}-E_{i}-\hbar \omega\right) \tag{17}
\end{equation*}
$$

with

$$
\begin{equation*}
\left|\tilde{\varphi}_{\mathbf{R}_{0}}\right\rangle=\sum_{n}\left|\tilde{p}_{n}^{\mathbf{R}_{0}}\right\rangle\left\langle\phi_{n}^{\mathbf{R}_{0}}\right| O|i\rangle \tag{18}
\end{equation*}
$$

This sum involves, in principle, an infinite number of projectors, but experience demonstrated that two or three linearly independent projectors are, in general, sufficient in order to achieve the convergence of the D-D term at the $K$ edge in the near-edge region [48].

The determination of all empty states in Eq. (17) would require a lot of computing resources and, as a consequence, would limit the size of the manageable supercell. To increase the efficiency of the method, the cross section is evaluated as developed in Refs. [17,18] via the Green's function using the Lanczos algorithm [49], which avoids the heavy workload of a large matrix inversion. The cross terms D-SP and D-Q are not in the form of Eq. (16), but they can be determined from two calculations of this type using the relationship

$$
\begin{equation*}
\operatorname{Im}\left[D B^{\star}\right]=\frac{1}{4}\left(|D+i B|^{2}-|D-i B|^{2}\right) \tag{19}
\end{equation*}
$$

where $B$ is either the electric quadrupole or the spin-position operator and $D$ is the electric dipole operator. For the term D-SP within the diagonal spin-orbit-coupling approximation, we have checked that this approach yields the same result as the computational-time-sparing calculation from the D-D spin-polarized contributions presented in Sec. V [Eq. (26)].

The calculated spectra are broadened with a Lorentzian function. Furthermore, the occupied states, which do not contribute to the absorption cross section, are cut according to the method described in Sec. III B of Ref. [29].

For the selected examples below, the different contributions to the cross sections for left- and right-circularly polarized light $\sigma\left(\boldsymbol{\epsilon}_{2}\right)$ and $\sigma\left(\boldsymbol{\epsilon}_{1}\right)$ were computed accurately in order to obtain circular dichroism.

## IV. APPLICATIONS

## A. Technical details

For $\mathrm{LiO}_{3}$, the experimental structure is used [50]: the $\Delta$ enantiomer of $\alpha-\mathrm{LiIO}_{3}$ belongs to the hexagonal space group $P 6_{3}$ with lattice parameters $a=5.48 \AA$ and $c=$ group ${ }^{\circ} \mathrm{Pb}_{3}$ with lattice parameters $a=5.48 \mathrm{~A}$ and $c=$
5.17 . The atomic positions [15] are Li 2(a) ( $0,0,0.076$ ), I 2(b) $(1 / 3,2 / 3,0)$, and $O 6$ (c) $(0.247,0.342,0.838)$. The $\Lambda$ enantiomer is the mirror image of the $\Delta$ one (see Fig. 1), and it belongs to the same space group. A $2 \times 2 \times 2$ supercell ( 80 atoms) is used so that the smallest distance between a core hole and its periodic image is $10.344 \AA$. $\Gamma$-centered $k$-point grids, $3 \times 3 \times 3$ for the self-consistent charge-density calculation and $9 \times 9 \times 9$ for the spectra calculation, are used. A constant Lorentzian broadening, with FWHM set to the core-hole lifetime broadening of 3.46 eV [51], is applied. As XNCD is a structural effect and not a magnetic effect, the calculation is not spin polarized.


FIG. 1. Top: hexagonal $\alpha-\mathrm{LiIO}_{3}$ unit cell for (a) $\Delta$ and (b) $\Lambda$ enantiomers [15]. Bottom: top view of the cells [projection on (001)].

The XMCD calculations for the $3 d$ ferromagnetic metals are carried out using the following experimental lattice parameters: $a=2.87 \AA$ for bcc Fe, $a=3.52 \AA$ for fcc Ni, and $a=2.51 \AA$ and $c=4.07 \AA$ for hcp Co. The number of atoms per supercell is 64 atoms for Fe and Ni and 96 atoms for Co , so the smallest distance between the periodically repeated core holes is $9.84 \AA$ in $\mathrm{Fe}, 9.97 \AA$ in Ni , and 10.03 $\AA$ in Co. A Methfessel-Paxton cold smearing of 0.14 eV ( 0.01 Ry ) and a centered $2 \times 2 \times 2 k$-point grid are used for the self-consistent charge density calculation. The spectra calculation is performed with a $6 \times 6 \times 6$ grid for Fe and Co and an $8 \times 8 \times 8$ grid for Ni. These calculations are performed with collinear spins along the easy axis of the crystals, that is to say, [001] for bcc Fe and hcp Co and [111] for fcc Ni [52], and the wave vector $\mathbf{k}$ is set along the same axis.

The spectra are convolved with a Lorentzian broadening function to simulate the effect of the finite lifetime of the core hole (constant in energy) and of the inelastic scattering of the photoelectron (additional energy-dependent broadening) for which we use the curves published by Müller et al. [53]. Experimental and calculated spectra are normalized such that the edge jump is equal to 1 .

During the calculation of the spectra the origin of the energy is set to the Fermi energy of the material $E_{F}$. For the spectra to be compared with experiment, a rigid shift in energy is applied to the calculated spectra to make the maxima of the calculated XAS correspond to the maxima of the experimental spectra. The same shift is applied to the XMCD spectra. In the plots, the origin of energy $E_{0}$ is therefore the one chosen in the publications from which the experimental spectra are extracted.

## B. XNCD at the $L_{1}$ edge of I in $\alpha-\mathrm{LiIO}_{3}$

Natural circular dichroism in the inorganic noncentrosymmetric lithium iodate $\left(\mathrm{LiIO}_{3}\right)$ crystal was measured in 1998 [15], and it was attributed to the interference of electric dipole and electric quadrupole transitions [15,16]. Previous calculations $[15,16,54]$ were indeed able to reproduce the overall peak positions and intensities in this framework. The agreement is, however, not entirely satisfactory for the


FIG. 2. (a) Comparison of experimental [15] and calculated XAS and XNCD spectra at the I $L_{1}$ edge in $\mathrm{LiIO}_{3}$ for both enantiomers with $\mathbf{k} \| \mathbf{c}$. The XNCD spectra arise from the D-Q term exclusively. Here, in the calculation as in the experiment $\sigma^{C D}=\sigma^{R}-\sigma^{L}$. (b) Calculated contributions to the XAS at the I $L_{1}$ edge in $\mathrm{LiIO}_{3}$. The D-Q term was multiplied by 100, and the Q-Q term was multiplied by 500 . (c) Angular dependence of the XNCD at the $\mathrm{I} L_{1}$ edge in $\mathrm{LiIO}_{3}$. Inset: XNCD amplitude as a function of the angle following the law $3 \cos ^{2} \theta-1$, where $\theta$ is the angle between $\mathbf{c}$ and the incident wave vector $\mathbf{k}$.
absorption spectra. These discrepancies have been attributed to the use of muffin-tin potentials [54].

The approach presented in this work, which does not rely on the muffin-tin approximation, was applied to compute the XAS and XNCD spectra for $\alpha-\mathrm{LiIO}_{3}$. The absorption is dominated by the D-D term, as shown in Fig. 2(b). The XNCD spectra, on the other hand, are entirely due to the D-Q cross term.

As illustrated by Fig. 2(a), both the calculated XAS and XNCD spectra at the I $L_{1}$ edge are in good agreement with experiment. However, the amplitude of the calculated XNCD is $4 \times 10^{-2}$ compared to the edge jump, while the amplitude of the experimental spectra from Ref. [15] is $6.5 \times 10^{-2}$. Such an underestimation was also observed in Ref. [16] within a multiple-scattering approach.

From Fig. 2(a) (bottom), it becomes obvious that the XNCD spectra for both enantiomers are opposite. Indeed, changing an enantiomer for the other $(\Delta \leftrightarrow \Lambda)$ has the same effect for XNCD as changing the sign of the magnetic field $(\mathbf{B} \leftrightarrow-\mathbf{B})$ for XMCD.

The angular dependence of the calculated XNCD spectra is depicted in Fig. 2(c), and its amplitude is plotted in the inset as a function of $\theta$, the angle between $\mathbf{k}$ and the $\mathbf{c}$ axis of the crystal. This amplitude varies as $3 \cos ^{2} \theta-1$, so it is maximal in the case where $\mathbf{k}$ is parallel to the $\mathbf{c}$ axis. This dependence is consistent with the formula derived in Ref. [16] for point group $C_{6}$ (the point group of the space group of the crystal). Note that, as $\boldsymbol{\epsilon}$ is kept perpendicular to $\mathbf{k}$ and $C_{6}$ is a dichroic point group [55], the XAS spectra also present an angular dependence. This does not prevent a comparison of the amplitude of the XNCD spectra because the edge jump remains unchanged.

## C. XMCD at the $K$ edge of $3 \boldsymbol{d}$ transition metals

XMCD was recorded at the $\mathrm{Fe} K$ edge in magnetized Fe in 1987 [56]. Ever since, a large number of calculations for the electric dipole term of the XMCD spectra on the Fe $K$ edge in bcc Fe in the near-edge region have been reported (see, for example, Refs. [23,25-27,29,38,57,58]). Calculations of XMCD at the $K$ edge in fcc Ni and hcp Co are fewer in number $[26,57,59,60]$ and are not really conclusive.

These calculations have been performed with various methods, often within the electric dipole approximation and with muffin-tin potentials. Here, we present the calculation of the three terms (D-D, Q-Q, and D-SP) that are likely to contribute to the XMCD cross section at the $K$ edge of ferromagnetic $3 d$ transition metals, showing the relevance of the D-SP term.

The contribution of the D-SP term to the absorption cross section is not shown here because it is negligible. On the other hand, its contribution to the XMCD spectra (Fig. 3) is significant: it reaches $28 \%$ of the D-D term in amplitude. This can be understood considering the sum rules that are made explicit in the next section: in the XMCD cross section, the D-SP term probes the spin polarization of the $p$ states, whereas the D-D term probes their orbital polarization. In Ref. [59] the $4 p$ orbital magnetic moment in $\mathrm{Co}, \mathrm{Fe}$, and Ni is evaluated to a few $10^{-4} \mu_{B}\left(\mathrm{Fe}: 5 \times 10^{-4} \mu_{B}, \mathrm{Co}: 16 \times 10^{-4} \mu_{B}, \mathrm{Ni}\right.$ : $6 \times 10^{-4} \mu_{B}$ ), and in Ref. [61] the $4 p$ spin magnetic moment in Fe and Co is evaluated to several $10^{-2} \mu_{B}$ ( $\mathrm{Fe}: 5 \times 10^{-2} \mu_{B}$, Co: $6 \times 10^{-2} \mu_{B}$ ) in the opposite direction. This difference in order of magnitude of both quantities compensates for the smallness of the prefactor ( $\hbar \omega / 4 m c^{2}$ ) of the D-SP term (see Table I in the Appendix).


FIG. 3. Calculated contributions to the $K$-edge XMCD spectra in the ferromagnetic $3 d$ metals $\mathrm{Fe}, \mathrm{Co}$, and Ni .

To check possible numerical problems, we also performed the calculations using the FDMNES code [39], where, for this purpose, the D-SP term was introduced in the same way. This code follows Wood and Boring [64] to eliminate the small component and obtain a couple of Schrödinger-like equations, including the spin-orbit effect, closely akin to but improving the Pauli equation. Despite the very different approach (no pseudopotential, calculation in real space and no diagonal spin-orbit-coupling approximation, we found very similar results for both the shape and relative amplitude of the D-SP contribution.

The agreement with the experimental spectra is fair, as illustrated in Fig. 4. As usual in independent-particle calculations, the energy axis is slightly compressed [65-67] due to the energy dependence of the real part of the self-energy [68] for which corrections to the calculated spectra could be applied [69]. Alternatively, the position of the calculated peaks could be improved by phenomenological rescaling [65,68].

For Fe , the main peaks of the experimental XMCD are reproduced by the calculation. As in calculations by others [27], the positive peak at 10 eV is overestimated, probably due to the approximate description of the exchange-correlation energy. Indeed, the comparison between the spectra calculated with PBE and local-density approximation (LDA) functionals (Fig. 5) shows that this peak would be even more enhanced with LDA.

For Ni and Co , a main negative peak is present near the main rising edge in the calculation as in the experiment, but the satellite peaks that appear in the calculation are difficult to link to the experiment.

In these calculations, the polarization rate of the light is taken to be $100 \%$, and a single crystal with full $3 d$ spin polarization is considered. In $\mathrm{Fe}, \mathrm{Ni}$, and Co , saturation is reached with the usual experimentally applied magnetic field, and the anisotropy is quite weak, so that the rate of circular
polarization of the light $P_{c}$ is expected to account for most of the discrepancy in amplitude between the calculated and experimental XMCD spectra. The data for Fe and Co were recorded in a 5-T magnet at 5 K and within a setup that reaches a $90 \%$ circular polarization rate [70]. The correction to the amplitude of the calculated spectra to fit the experimental condition should therefore be of the order of 0.9 . Here, it is approximately 0.6 in the case of Fe and 1.0 in the case of Co . The data for Ni were recorded at ambient temperature in a 0.7-T magnet within a dispersive setup with a diamond quarter-wave plate for which we can infer that $P_{c} \approx 0.7$ [71]. However, no correction to the amplitude of the calculated spectra is needed to make it correspond to the amplitude of the experimental spectra. Thus, whereas our calculation overestimates the amplitude of the XMCD spectra in the case of Fe , it underestimates it in the case of Ni .

## V. CONTRIBUTION OF THE D-SP TERM TO XMCD: THE CASE OF COLLINEAR SPINS

## A. The SP operator

In this section, we study the spin-position operator $\mathrm{SP}(\boldsymbol{\epsilon})=$ $\boldsymbol{\sigma} \cdot(\boldsymbol{\epsilon} \times \mathbf{r})$. We consider collinear spins along $z$ with independent spin channels. The spin part of the wave functions $|s\rangle$ can either be the spin-up spinor $\binom{1}{0}$ or the spin-down spinor $\binom{0}{1}$.

The D-SP term is the cross term between the electric dipole and the spin-position operator. Spin does not appear in the electric dipole operator, so it is diagonal in spin:

$$
\begin{equation*}
\left\langle\phi_{i} s\right| \boldsymbol{\epsilon}^{\star} \cdot \mathbf{r}\left|\phi_{f} s^{\prime}\right\rangle=\left\langle\phi_{i}\right| \boldsymbol{\epsilon}^{\star} \cdot \mathbf{r}\left|\phi_{f}\right\rangle \delta_{s s^{\prime}} \tag{20}
\end{equation*}
$$

This imposes $s^{\prime}=s$. On the other hand, the vector of Pauli matrices $\sigma$ appears explicitly in the spin-position operator:

$$
\begin{equation*}
\left\langle\phi_{i} s\right| \boldsymbol{\sigma} \cdot(\boldsymbol{\epsilon} \times \mathbf{r})\left|\phi_{f} s\right\rangle=\left\langle\phi_{i}\right|(\boldsymbol{\epsilon} \times \mathbf{r})\left|\phi_{f}\right\rangle \cdot\langle s| \boldsymbol{\sigma}|s\rangle . \tag{21}
\end{equation*}
$$

As $\langle s| \sigma_{x}|s\rangle=\langle s| \sigma_{y}|s\rangle=0$, we can exclude $a$ priori the terms that are proportional to $\sigma_{x}$ and $\sigma_{y}$ in the spin-position operator. In that case the spin-position operator is rewritten as

$$
\begin{align*}
\mathrm{SP}_{\mathrm{col}}(\boldsymbol{\epsilon}) & =\sigma_{z}\left(\epsilon_{x} y-\epsilon_{y} x\right) \\
& =\sigma_{z} \frac{4 i \pi}{3} r\left[Y_{1}^{-1}(\boldsymbol{\epsilon}) Y_{1}^{1}\left(\mathbf{u}_{\mathbf{r}}\right)-Y_{1}^{1}(\boldsymbol{\epsilon}) Y_{1}^{-1}\left(\mathbf{u}_{\mathbf{r}}\right)\right] \tag{22}
\end{align*}
$$

Its selection rules are almost the same as those for the electric dipole [72] one: $\Delta l= \pm 1, \Delta m= \pm 1$.

As $Y_{1}^{-1}\left(\epsilon_{1}\right)=0, Y_{1}^{-1}\left(\epsilon_{2}\right)=\sqrt{3 / 4 \pi}, \quad Y_{1}^{0}\left(\epsilon_{1}\right)=Y_{1}^{0}\left(\epsilon_{2}\right)=$ $0, Y_{1}^{1}\left(\epsilon_{1}\right)=-\sqrt{3 / 4 \pi}$, and $Y_{1}^{1}\left(\epsilon_{2}\right)=0$,

$$
\begin{align*}
& \mathrm{SP}_{\mathrm{col}}\left(\boldsymbol{\epsilon}_{1}\right)=i \sqrt{\frac{4 \pi}{3}} r Y_{1}^{-1}\left(\mathbf{u}_{\mathbf{r}}\right) \sigma_{z}=\sigma_{z} i \boldsymbol{\epsilon}_{1} \cdot \mathbf{r}  \tag{23}\\
& \mathrm{SP}_{\mathrm{col}}\left(\boldsymbol{\epsilon}_{2}\right)=i \sqrt{\frac{4 \pi}{3}} r Y_{1}^{1}\left(\mathbf{u}_{\mathbf{r}}\right) \sigma_{z}=-\sigma_{z} i \boldsymbol{\epsilon}_{2} \cdot \mathbf{r} \tag{24}
\end{align*}
$$

Hence,

$$
\begin{gather*}
\sigma_{\mathrm{D}-\mathrm{SP}}\left(\boldsymbol{\epsilon}_{1}\right)=-\frac{\hbar \omega}{2 m c^{2}}\left[\sigma_{\mathrm{D}-\mathrm{D}}^{\uparrow}\left(\boldsymbol{\epsilon}_{1}\right)-\sigma_{\mathrm{D}-\mathrm{D}}^{\downarrow}\left(\boldsymbol{\epsilon}_{1}\right)\right],  \tag{25}\\
\sigma_{\mathrm{D}-\mathrm{SP}}\left(\boldsymbol{\epsilon}_{2}\right)=\frac{\hbar \omega}{2 m c^{2}}\left[\sigma_{\mathrm{D}-\mathrm{D}}^{\uparrow}\left(\boldsymbol{\epsilon}_{2}\right)-\sigma_{\mathrm{D}-\mathrm{D}}^{\downarrow}\left(\boldsymbol{\epsilon}_{2}\right)\right], \tag{26}
\end{gather*}
$$



FIG. 4. Comparison between the experimental XAS and XMCD spectra for $\mathrm{Fe}, \mathrm{Co}$ [62,63], and Ni [60] and the total calculated spectra. The wave vector and the magnetization axis were set to the easy axis of the crystals, that is to say, [001] for bcc Fe and hep Co and [111] for fcc Ni [52].
with

$$
\begin{align*}
\sigma_{\mathrm{D}-\mathrm{D}}^{s}(\boldsymbol{\epsilon})= & 4 \pi^{2} \alpha_{0} \hbar \omega \\
& \left.\times \sum_{f}\left|\left\langle f^{s}\right| \boldsymbol{\epsilon} \cdot \mathbf{r}\right| i^{s}\right\rangle\left.\right|^{2} \delta\left(E_{f}-E_{i}-\hbar \omega\right) \tag{27}
\end{align*}
$$

where $s=\uparrow$ or $\downarrow$. Therefore, in the diagonal spin-orbitcoupling collinear spin case, the D-SP term can be computed from the D-D cross section for the up and down spin channels.

## B. Sum rule at the $K$ edge

A sum rule is a formula in which the integral of the circular dichroism spectra due to a given term of the cross section
is expressed as a function of the ground-state expectation value of some operator. The sum rules at $L_{2,3}$ edges are well established $[61,73]$ and are widely used to extract quantitative magnetic ground-state properties. Their derivation is based on several approximations, including the fact that the radial integrals are spin and energy independent [74]. At the $K$ edge the sum rule for the electric dipole-electric dipole term $[3,4,59,75]$ relates the integral of the XMCD spectra to the orbital magnetic moment of occupied $p$ states that is proportional to $\left\langle L_{z}\right\rangle_{p}$. This sum rule is, however, almost impossible to apply in practice because the upper limit of the integral is not well defined and, in the case of $3 d$ transition elements, the $4 p$ states are almost unoccupied, so $\left\langle L_{z}\right\rangle_{p}$ is very small and has a minor impact on the magnetic moment


FIG. 5. Total calculated bcc Fe $K$-edge XMCD spectra without a core hole using PBE and LDA functionals (all other technical parameters are identical). Here, the broadening was taken to be constant $(0.8 \mathrm{eV})$ along the whole energy range.
of the material. Deriving a similar sum rule for the D-SP term is nevertheless very useful to understand why, despite its very small prefactor, this term is so large in XMCD. We derive it following the method of Thole et al. [2,4] with many-body wave functions and operators assuming that all spins are collinear and within the diagonal spin-orbit-coupling approximation.

In a many-body framework, using the expression for SP in terms of spherical harmonics (22),

$$
\begin{align*}
\sigma_{\mathrm{D}-\mathrm{SP}}(\boldsymbol{\epsilon})= & \frac{2 \pi^{2} \hbar^{2} \alpha_{0} \omega^{2}}{m c^{2}} \sum_{\nu=-1}^{1} \operatorname{Re}\left\{Y_{1}^{-v}\left(\boldsymbol{\epsilon}^{\star}\right)\right. \\
& \left.\times\left[Y_{1}^{1}(\boldsymbol{\epsilon}) \zeta_{\mathrm{D}-\mathrm{SP}}^{1 \nu}-Y_{1}^{-1}(\boldsymbol{\epsilon}) \zeta_{\mathrm{D}-\mathrm{SP}}^{-1 \nu}\right]\right\} \tag{28}
\end{align*}
$$

with

$$
\begin{align*}
\zeta_{\mathrm{D}-\mathrm{SP}}^{\lambda \nu}= & (-1)^{\nu}\left(\frac{4 \pi}{3}\right)^{2} \sum_{f}\langle f| \sum_{i}\left[\sigma_{z i} r_{i} Y_{1}^{\lambda}\left(\mathbf{u}_{\mathrm{r}_{\mathrm{i}}}\right)\right]^{\star}|g\rangle \\
& \times\langle g| \sum_{i} r_{i} Y_{1}^{\nu}\left(\mathbf{u}_{\mathbf{r}_{\mathbf{i}}}\right)|f\rangle \delta\left(E_{f}-E_{g}-\hbar \omega\right) \tag{29}
\end{align*}
$$

In a second quantized form with $l, m$, and $\sigma$ being the usual quantum numbers [16],

$$
\begin{align*}
& \langle g| \sum_{i} r_{i} Y_{1}^{\lambda}\left(\mathbf{u}_{\mathbf{r}_{\mathbf{i}}}\right)|f\rangle \\
& =\sum_{l m \sigma l_{0} m_{0} \sigma_{0}^{\prime}} \sqrt{\frac{3(2 l+1)}{4 \pi\left(2 l_{0}+1\right)}} \\
& \quad \times\left(10 l 0 \mid l_{0} 0\right)\left(1 \lambda l m \mid l_{0} m_{0}\right)\langle g| a_{l_{0} m_{0} \sigma}^{\dagger} a_{l m \sigma}|f\rangle \mathcal{D}_{l_{0}, l} \tag{30}
\end{align*}
$$

where $\mathcal{D}_{l_{0}, l}=\int d r r^{3} R_{l_{0}}^{\star}(r) R_{l}(r)$ is assumed (as usual in sumrule derivations) to be spin independent. The experimental procedure enables us to obtain the signal corresponding to a specific $l_{0}$. At the $K$ edge $l_{0}=0$ and $m_{0}=0$, so that

$$
\begin{equation*}
\langle g| \sum_{i} r_{i} Y_{1}^{v}\left(\mathbf{u}_{\mathbf{r}_{\mathbf{i}}}\right)|f\rangle=\sqrt{\frac{1}{4 \pi}} \sum_{\sigma}(-1)^{\nu}\langle g| a_{00 \sigma}^{\dagger} a_{l-v \sigma}|f\rangle \mathcal{D} \tag{31}
\end{equation*}
$$

where $\mathcal{D}=\mathcal{D}_{0,1}$.

Similarly, as $\left\langle\sigma_{0}^{\prime}\right| \sigma_{z}\left|\sigma^{\prime}\right\rangle=\sigma^{\prime} \delta_{\sigma_{0}^{\prime}, \sigma^{\prime}}$,
$\langle g| \sum_{i} r_{i} Y_{1}^{\lambda}\left(\mathbf{u}_{\mathbf{r}_{\mathbf{i}}}\right) \sigma_{z i}|f\rangle=\sum_{\sigma^{\prime}} \sigma^{\prime}(-1)^{\lambda}\langle g| a_{00 \sigma^{\prime}}^{\dagger} a_{l-\lambda \sigma^{\prime}}|f\rangle \mathcal{D}$.

Using the completeness relation $\int d E \sum_{f}|f\rangle\langle f| \delta\left(E_{f}-\right.$ $\left.E_{g}-E\right)=\mathbb{1}-|g\rangle\langle g|$, as the core shell is full and under the assumption that the radial integral $\mathcal{D}$ does not depend on energy,

$$
\begin{equation*}
\int d E \zeta_{\mathrm{D}-\mathrm{SP}}^{\lambda \nu}=\frac{4 \pi}{9} \sum_{\sigma}(-1)^{\lambda} \sigma\langle g| a_{1-\nu \sigma} a_{1-\lambda \sigma}^{\dagger}|g\rangle|\mathcal{D}|^{2} \tag{33}
\end{equation*}
$$

The combination of Eqs. (33) and (28) leads to

$$
\begin{align*}
& \int d \hbar \omega \frac{\sigma_{\mathrm{D}-\mathrm{SP}\left(\epsilon_{2}\right)}^{(\hbar \omega)^{2}}}{\int} \\
& \quad=\frac{ \pm 2 \pi^{2} \alpha_{0}}{3 m c^{2}}|\mathcal{D}|^{2}\langle g| a_{1 \pm 1 \uparrow} a_{1 \pm 1 \uparrow}^{\dagger}-a_{1 \pm 1 \downarrow} a_{1 \pm 1 \downarrow}^{\dagger}|g\rangle \tag{34}
\end{align*}
$$

The difference between the two integrals yields the XMCD sum rule for the D-SP term:

$$
\begin{equation*}
\int d \hbar \omega \frac{\sigma_{\mathrm{D}-\mathrm{SP}}^{\mathrm{XMCD}}}{(\hbar \omega)^{2}}=-\frac{2 \pi^{2} \alpha_{0}}{3 m c^{2}}\left\langle S z_{l=1}^{1,-1}\right\rangle|\mathcal{D}|^{2} \tag{35}
\end{equation*}
$$

with the operator

$$
\begin{equation*}
S z_{l=1}^{1,-1}=\sum_{m=-1,1} a_{1 m \downarrow}^{\dagger} a_{1 m \downarrow}-a_{1 m \uparrow}^{\dagger} a_{1 m \uparrow} \tag{36}
\end{equation*}
$$

corresponding to a partial spin polarization of the occupied $p$ states.

If one considers the derivative of this sum rule, we see that the electric dipole-spin-position circular dichroism signal probes the spin polarization of the empty $p$ states. Figure 6 illustrates the correspondence between both quantities. This proves the validity of the D-SP sum rule. Unfortunately, this sum rule cannot be applied directly to experimental spectra, mainly because of the superposition of the D-D contribution to the D-SP contribution.

## VI. CONCLUSION

We have developed an efficient computational approach to determine accurate XMCD and XNCD spectra. The main result is that the contribution from the relativistic term D-SP in the transition operator is significant in XMCD spectra despite being negligible in XAS. This importance is explained by the fact that this term probes the spin of the $p$ states that is two orders of magnitude larger than its orbital counterpart.

For XNCD, the calculated spectra are in good agreement with experiment, and the angular dependence corresponds to the expected one.

A big advantage of the method employed in this paper to perform XMCD and XNCD calculations is its large adaptability, which opens opportunities for applications to several kinds of systems such as strongly correlated materials or molecules absorbed on functionalized surfaces. The same method could be applied to compute x-ray magnetochiral


FIG. 6. Comparison between the calculated D-SP spectra without a core hole for $\mathrm{Fe}, \mathrm{Co}$, and Ni and the calculated projected densities $S z_{l=1}^{1,-1}(E) . S z_{l=1}^{1,-1}(E)$ has been multiplied by the factor between the $p$ density of states and the dipole XAS spectra times $R=\frac{\hbar \omega}{2 m c^{2}}$ in accordance with the sum rule (35).
dichroism ( $\mathrm{XM} \chi \mathrm{D}$ ) that has been observed in magnetized chiral systems [14]. The features of $\mathrm{XM} \chi \mathrm{D}$ differ from those of XMCD and XNCD, making it a promising probe of the interplay between chirality and magnetism.
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## APPENDIX: SEMIRELATIVISTIC TRANSFORMATION OF THE RELATIVISTIC CROSS SECTION

We start with the expression for the cross section in a relativistic framework [33], and we adapt it to the specific need of our numerical method that is the determination of large components of the Dirac wave function for the core state and of Foldy-Wouthuysen (FW) wave functions for the valence states.

## 1. Relativistic cross section

The contribution to the x-ray absorption (XAS) cross section from a given four-component Dirac core state $\left|\Psi_{i}\right\rangle$ of energy $E_{i}$ is given by [33]

$$
\begin{equation*}
\left.\sigma(\hbar \omega)=4 \pi^{2} \alpha_{0} \hbar \omega \sum_{f}\left|\left\langle\Psi_{f}\right| \mathscr{T}\right| \Psi_{i}\right\rangle\left.\right|^{2} \delta\left(E_{f}-E_{i}-\hbar \omega\right), \tag{A1}
\end{equation*}
$$

where the sum runs over unoccupied final states $\left|\Psi_{f}\right\rangle$ with energy $E_{f}, \alpha_{0}$ is the fine-structure constant, and $\mathscr{T}$ is the transition operator, defined as

$$
\begin{equation*}
\mathscr{T}=\boldsymbol{\epsilon} \cdot \mathbf{r}+\frac{i}{2} \boldsymbol{\epsilon} \cdot \mathbf{r k} \cdot \mathbf{r}-\frac{\hbar c}{2 \omega}(\boldsymbol{\epsilon} \times \mathbf{k}) \cdot(\mathbf{r} \times \boldsymbol{\alpha}), \tag{A2}
\end{equation*}
$$

where the polarization vector $\boldsymbol{\epsilon}$, the wave vector $\mathbf{k}$, and the energy $\hbar \omega$ describe the incident electromagnetic wave; $\mathbf{r}$ is the position operator; and $\boldsymbol{\alpha}=\left(\alpha_{x}, \alpha_{y}, \alpha_{z}\right)$ is the vector of Dirac matrices.

Here, as in our numerical calculations, a one-electron scheme is used. In a many-body framework the formula for the cross section would be the same but with $N$-electron wave functions and many-body operators that are written as sums over electrons.

In Ref. [33], the transformation into a two-component representation for $\left|\Psi_{i}\right\rangle$ and $\left|\Psi_{f}\right\rangle$ was performed by applying a time-independent FW transformation at order $c^{-2}$. The FW transformation of $\Psi_{l}$ is obtained by applying a unitary operator: $\psi_{l}^{\mathrm{FW}}=U_{\mathrm{FW}} \Psi_{l}$, with [76]

$$
\begin{equation*}
U_{\mathrm{FW}}=1+\frac{\beta}{2 m c^{2}} \mathcal{O}-\frac{1}{8 m^{2} c^{4}} \mathcal{O}^{2} \tag{A3}
\end{equation*}
$$

where $\beta$ is the standard Dirac matrix. In this expression, $\mathcal{O}$ is the odd operator entering the Dirac Hamiltonian: $\mathcal{H}^{D}=$ $\beta m c^{2}+\mathcal{O}+\mathcal{E}$, where $\mathcal{E}$ is even. It is defined as $\mathcal{O}=c \boldsymbol{\alpha}$. $\left(\mathbf{p}-e \mathbf{A}_{0}\right)$, where $\mathbf{p}$ is the momentum operator and $\mathbf{A}_{0}$ is the static vector potential.

Only the large components of $\psi_{l}^{\mathrm{FW}}$, denoted $\phi_{l}^{\mathrm{FW}}$, are nonzero up to order $c^{-2}$. The cross section can be written as a function of the large components of $\psi_{i}^{\mathrm{FW}}$ and $\psi_{f}^{\mathrm{FW}}$ [33]:

$$
\begin{equation*}
\left.\sigma=4 \pi^{2} \alpha_{0} \hbar \omega \sum_{f}\left|\left\langle\phi_{f}^{\mathrm{FW}}\right| T_{\mathrm{FW}}\right| \phi_{i}^{\mathrm{FW}}\right\rangle\left.\right|^{2} \delta\left(E_{f}-E_{i}-\hbar \omega\right) . \tag{A4}
\end{equation*}
$$

The operator $T_{\mathrm{FW}}$ is the projection on the upper components of $U_{\mathrm{FW}} \mathscr{T} U_{\mathrm{FW}}^{\dagger}$ :

$$
\begin{equation*}
T_{\mathrm{FW}}=T_{\mathrm{D}}+T_{\mathrm{Q}}+T_{\mathrm{MD}}+T_{A_{0}}+T_{\mathrm{SP}} \tag{A5}
\end{equation*}
$$

where

$$
\begin{equation*}
T_{\mathrm{D}}=\boldsymbol{\epsilon} \cdot \mathbf{r} \tag{A6}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{\mathrm{Q}}=\frac{i}{2} \boldsymbol{\epsilon} \cdot \mathbf{r k} \cdot \mathbf{r} \tag{A7}
\end{equation*}
$$

are the standard electric dipole and electric quadrupole operators.

The magnetic dipole operator $T_{\mathrm{MD}}$ is written as

$$
\begin{equation*}
T_{\mathrm{MD}}=\frac{1}{2 m \omega}(\mathbf{k} \times \boldsymbol{\epsilon}) \cdot(\hbar \boldsymbol{\sigma}+\mathbf{L}), \tag{A8}
\end{equation*}
$$

where $\mathbf{L}=\mathbf{r} \times \mathbf{p}$ and $\boldsymbol{\sigma}$ is the vector of the Pauli matrices. $T_{\mathrm{MD}}$ is proportional to the total magnetic moment operator $(\hbar \sigma+\mathbf{L})=(2 \mathbf{S}+\mathbf{L})$, where $\mathbf{S}$ is the spin operator. $T_{\mathrm{MD}}$ is also present in common nonrelativistic derivations [55,77]. Another use of the name "magnetic dipole" is for the spinquadrupole coupling term, usually denoted $T_{z}$, that appears in the spin sum rule for XMCD at spin-orbit split edges. It is not the quantity that is discussed here. The selection rules of $T_{\mathrm{MD}}$ are $l_{i}=l_{f}$ and $n_{i}=n_{f}$ [55], so $T_{\mathrm{MD}}$ vanishes in the x-ray energy range because the states involved in the transition have different principal quantum numbers.

The correction to this term due to the static vector potential $\mathbf{A}_{0}$ is

$$
\begin{equation*}
T_{A_{0}}=-\frac{e}{2 m \omega}(\mathbf{k} \times \boldsymbol{\epsilon}) \cdot\left(\mathbf{r} \times \mathbf{A}_{0}\right) \tag{A9}
\end{equation*}
$$

The last term in Eq. (A5) is present only when relativistic effects are included in the calculation of the transition operator:

$$
\begin{equation*}
T_{\mathrm{SP}}=-\frac{\hbar}{4 m^{2} c^{2}}\left(\mathbf{p}-e \mathbf{A}_{0}\right) \cdot(\boldsymbol{\epsilon} \times \boldsymbol{\sigma}) \tag{A10}
\end{equation*}
$$

A similar term was already found in Ref. [47] but was derived from a semirelativistic Hamiltonian, and this approach presents a conflict with time-dependent perturbation theory [33]. It can be rewritten noticing that, in the nonrelativistic limit, $\left|\phi_{i}^{\mathrm{FW}}\right\rangle$ and $\left|\phi_{f}^{\mathrm{FW}}\right\rangle$ are eigenstates of

$$
\begin{equation*}
H_{0}^{0}=\frac{\left(\mathbf{p}-e \mathbf{A}_{0}\right)^{2}}{2 m}+e V(\mathbf{r})-\frac{e \hbar}{2 m} \boldsymbol{\sigma} \cdot \mathbf{B}_{0} \tag{A11}
\end{equation*}
$$

where $\mathbf{B}_{0}$ is the static external magnetic field. This Hamiltonian obeys $\mathbf{p}-e \mathbf{A}_{0}=(m / i \hbar)\left[\mathbf{r}, H_{0}^{0}\right]$, so that

$$
\begin{aligned}
- & \frac{\hbar}{4 m^{2} c^{2}}\left\langle\phi_{f}^{\mathrm{FW}}\right|\left(\mathbf{p}-e \mathbf{A}_{0}\right) \cdot(\boldsymbol{\epsilon} \times \boldsymbol{\sigma})\left|\phi_{i}^{\mathrm{FW}}\right\rangle \\
& =\frac{i}{4 m c^{2}}\left(E_{i}-E_{f}\right)\left\langle\phi_{f}^{\mathrm{FW}}\right| \mathbf{r} \cdot(\boldsymbol{\epsilon} \times \boldsymbol{\sigma})\left|\phi_{i}^{\mathrm{FW}}\right\rangle \\
& =\frac{i \hbar \omega}{4 m c^{2}}\left\langle\phi_{f}^{\mathrm{FW}}\right|(\boldsymbol{\epsilon} \times \mathbf{r}) \cdot \boldsymbol{\sigma}\left|\phi_{i}^{\mathrm{FW}}\right\rangle
\end{aligned}
$$

We name $\boldsymbol{\sigma} \cdot(\boldsymbol{\epsilon} \times \mathbf{r})$ the spin-position operator and define the associated transition operator:

$$
\begin{equation*}
T_{\mathrm{SP}}=\frac{i \hbar \omega}{4 m c^{2}} \boldsymbol{\sigma} \cdot(\boldsymbol{\epsilon} \times \mathbf{r}) \tag{A12}
\end{equation*}
$$

For technical reasons, in the present paper we consider a different situation than the one in Ref. [33]: we use the FW wave function for the final states and large components of the Dirac wave function for the initial (core) state. This difference in treatment is linked to the fact that the core wave function is determined from a relativistic atomic code, whereas the unoccupied states are calculated with a semirelativistic condensed-matter code.

## 2. Rewriting the cross section with large components of the Dirac wave function for the core state

We denote $\phi_{i}$ and $\chi_{i}$ the large and small components of $\Psi_{i}$, respectively. The order of magnitude of the ratio between the small and large components is $v / c$, where $v$ is the velocity of the particle [78]. Up to order $c^{-1}$, the small component is
written as [78,79]

$$
\begin{equation*}
\chi_{i}=\frac{1}{2 m c} \boldsymbol{\sigma} \cdot\left(\mathbf{p}-e \mathbf{A}_{0}\right) \phi_{i} \tag{A13}
\end{equation*}
$$

Only the second term in $U_{\mathrm{FW}}$ [Eq. (A3)] couples the small and large components. From Eqs. (A13) and (A3), the large component of the FW transformed wave function can be expressed as a function of the large components of the Dirac wave function up to order $c^{-2}$,

$$
\begin{equation*}
\phi_{i}^{\mathrm{FW}}=\left(1-\frac{1}{8 m^{2} c^{4}}\left[\mathcal{O}^{2}\right]_{p}\right) \phi_{i}+\frac{1}{4 m c^{3}} \mathcal{O}_{p} \boldsymbol{\sigma} \cdot\left(\mathbf{p}-e \mathbf{A}_{0}\right) \phi_{i} \tag{A14}
\end{equation*}
$$

$\left[\mathcal{O}^{2}\right]_{p}$ is the projection of $\mathcal{O}^{2}$ onto large components [78]:

$$
\begin{aligned}
{\left[\mathcal{O}^{2}\right]_{p} } & =c^{2}\left(\mathbf{p}-e \mathbf{A}_{0}\right)^{2}-c^{2} e \hbar \boldsymbol{\sigma} \cdot \mathbf{B}_{0} \\
& =2 m c^{2}\left[H_{0}^{0}-e V(\mathbf{r})\right]
\end{aligned}
$$

and $\mathcal{O}_{p}=c \boldsymbol{\sigma} \cdot\left(\mathbf{p}-e \mathbf{A}_{0}\right)$ is the projection of $\beta \mathcal{O}$ on the top right components.

The identity $c \mathcal{O}_{p} \boldsymbol{\sigma} \cdot\left(\mathbf{p}-e \mathbf{A}_{0}\right)=\left[\mathcal{O}^{2}\right]_{p}$ leads to

$$
\begin{equation*}
\phi_{i}^{\mathrm{FW}}=\left(1+\frac{1}{8 m^{2} c^{4}}\left[\mathcal{O}^{2}\right]_{p}\right) \phi_{i} \tag{A15}
\end{equation*}
$$

From this relation, the cross section of Eq. (A4) can be adapted to the case that we consider here.

In Ref. [33] the expansion was made to order $1 / c^{2}$ for the dipole contribution and to order $k r$ for multipole contributions. At the same order,

$$
\begin{equation*}
\left.\sigma=4 \pi^{2} \alpha_{0} \hbar \omega \sum_{f}\left|\left\langle\phi_{f}^{\mathrm{FW}}\right| T_{\mathrm{FW}}^{\prime}\right| \phi_{i}\right\rangle\left.\right|^{2} \delta\left(E_{f}-E_{i}-\hbar \omega\right), \tag{A16}
\end{equation*}
$$

where $T_{\mathrm{FW}}^{\prime}$ is

$$
\begin{aligned}
T_{\mathrm{FW}}^{\prime} & =T_{\mathrm{FW}}\left(1+\frac{1}{8 m^{2} c^{4}}\left[\mathcal{O}^{2}\right]_{p}\right) \\
& =T_{\mathrm{FW}}+T^{e}
\end{aligned}
$$

There is one extra term in the cross section compared to $T_{\mathrm{FW}}$ that is related to the use of large components of the Dirac wave function instead of the Foldy-Wouthuysen wave function for the core state:

$$
\begin{equation*}
T^{e}=\frac{1}{4 m c^{2}}\left[\boldsymbol{\epsilon} \cdot \mathbf{r} H_{0}^{0}-e \boldsymbol{\epsilon} \cdot \mathbf{r} V(\mathbf{r})\right] \tag{A17}
\end{equation*}
$$

We show in the next section that it is negligible for the core states considered in this work. As the magnetic dipole term is negligible in the x-ray range, $T_{\mathrm{FW}}$ thus contains four operators [see Eq. (A5) and the subsequent comments], so $T_{\mathrm{FW}}^{\prime}$ is written as

$$
\begin{equation*}
T_{\mathrm{FW}}^{\prime}=T_{\mathrm{D}}+T_{\mathrm{Q}}+T_{a_{0}}+T_{\mathrm{SP}}+T^{e} \tag{A18}
\end{equation*}
$$

## 3. Order of magnitude of the operators

As the core wave function is very localized, we obtain an idea of the relative order of magnitude of the operators in Eq. (A18) by evaluating them at the radius corresponding to the core state. In Table I these evaluations are given compared to the electric dipole operator.

TABLE I. Order of magnitude of the operators in Eq. (A18) evaluated at the core-state radius $r_{c}$ compared to the electric dipole operator. The mean radius of the core orbitals is deduced from the effective nuclear charge: $r_{c}=\frac{3}{2} \frac{a_{0}}{Z_{\text {eff }}}[80,81]$. $B_{0}$ has been fixed to $2 \times 10^{4} \mathrm{~T}(1.2 \mathrm{eV})$, which is two orders of magnitude larger than the exchange splitting observed for the Fe $K$ edge. The Coulomb potential is $V=\frac{-Z_{\text {eff }} e}{4 \pi \epsilon_{0} r_{c}}$, and the core-state energy $E_{i}$ is evaluated in a planetary model, $E_{i}=\frac{-Z_{\text {eff }} e^{2}}{8 \pi \epsilon_{0} r_{c}}$.

|  | Order of Magnitude | Edge |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $L_{1}$ | $L_{2}$ |  |  | K |  |
|  |  | I | Fe | Gd | Bi | O | Fe |
| Energy (keV) |  | 5.19 | 0.72 | 7.898 | 15.71 | 0.53 | 7.11 |
| $Z_{\text {eff }}$ |  | 39.067 | 22.089 | 29.8527 | 39.2335 | 7.6579 | 25.381 |
| $T_{\text {Q }}$ (A7) | $k r_{c} / 2$ | $2.7 \times 10^{-2}$ | $6.6 \times 10^{-3}$ | $5.3 \times 10^{-2}$ | $8.1 \times 10^{-2}$ | $1.4 \times 10^{-2}$ | $5.7 \times 10^{-2}$ |
| $T_{\text {SP }}$ (A12) | $\hbar \omega / 4 m c^{2}$ | $2.6 \times 10^{-3}$ | $3.5 \times 10^{-4}$ | $3.9 \times 10^{-3}$ | $7.7 \times 10^{-3}$ | $2.6 \times 10^{-4}$ | $3.5 \times 10^{-3}$ |
| $T_{A_{0}}$ (A9) | $e k r_{c} B_{0} / 4 m \omega$ | $6.0 \times 10^{-6}$ | $1.1 \times 10^{-5}$ | $7.8 \times 10^{-6}$ | $6.0 \times 10^{-6}$ | $3.0 \times 10^{-5}$ | $9.2 \times 10^{-6}$ |
| $T^{e}(\mathrm{~A} 17)$ | $\left(E_{i}-e V\right) / 4 m c^{2}$ | $6.7 \times 10^{-3}$ | $2.2 \times 10^{-3}$ | $3.9 \times 10^{-3}$ | $6.8 \times 10^{-3}$ | $2.6 \times 10^{-4}$ | $2.8 \times 10^{-3}$ |

When expanding the square modulus of the matrix elements in Eq. (A16), we keep the terms with contributions higher than $10^{-3}$ compared to the dominant electric dipole term. We also neglect the term $T^{e}$ : as $V(\mathbf{r})$ is almost spherical at the core state radius, it concerns transitions to the same orbitals as
the electric dipole term. It does not contain a spin operator, so that, even in XMCD, it yields only a negligible correction to the electric dipole contribution. Therefore, we are left with the four significant terms, D-D, Q-Q, D-Q, and D-SP, discussed in Sec. II.
[1] A. Rogalev and F. Wilhelm, Phys. Met. Metallogr. 116, 1285 (2015).
[2] B. T. Thole, P. Carra, F. Sette, and G. van der Laan, Phys. Rev. Lett. 68, 1943 (1992).
[3] P. Carra, B. T. Thole, M. Altarelli, and X. Wang, Phys. Rev. Lett. 70, 694 (1993).
[4] M. Altarelli, Phys. Rev. B 47, 597 (1993).
[5] J. Vogel, A. Fontaine, V. Cros, F. Petroff, J.-P. Kappler, G. Krill, A. Rogalev, and J. Goulon, Phys. Rev. B 55, 3663 (1997).
[6] J. Stöhr, J. Magn. Magn. Mater. 200, 470 (1999).
[7] K. W. Edmonds, N. R. S. Farley, T. K. Johal, G. van der Laan, R. P. Campion, B. L. Gallagher, and C. T. Foxon, Phys. Rev. B 71, 064418 (2005).
[8] Y. Prado, M.-A. Arrio, F. Volatron, E. Otero, C. CartierditMoulin, P. Sainctavit, L. Catala, and T. Mallah, Chem. Eur. J. 19, 6685 (2013).
[9] F. Wilhelm, R. Eloirdi, J. Rusz, R. Springell, E. Colineau, J.-C. Griveau, P. M. Oppeneer, R. Caciuffo, A. Rogalev, and G. H. Lander, Phys. Rev. B 88, 024424 (2013).
[10] F. Baudelet, S. Pascarelli, O. Mathon, J. P. Iti, A. Polian, M. d'Astuto, and J. C. Chervin, J. Phys. Condens. Matter 17, S957 (2005).
[11] R. Torchio, A. Monza, F. Baudelet, S. Pascarelli, O. Mathon, E. Pugh, D. Antonangeli, and J. P. Itié, Phys. Rev. B 84, 060403 (2011).
[12] J.-D. Cafun, J. Lejeune, J.-P. Itié, F. Baudelet, and A. Bleuzen, J. Phys. Chem. C 117, 19645 (2013).
[13] A. Rogalev, J. Goulon, F. Wilhelm, and A. Bosak, in Magnetism and Synchrotron Radiation, edited by E. Beaurepaire, H. Bulou, F. Scheurer, and J.-P. Kappler, Springer Proceedings in Physics Vol. 133 (Springer, Berlin, 2010), pp. 169-190.
[14] R. Sessoli, M.-E. Boulon, A. Caneschi, M. Mannini, L. Poggini, F. Wilhelm, and A. Rogalev, Nat. Phys. 11, 69 (2015).
[15] J. Goulon, C. Goulon-Ginet, A. Rogalev, V. Gotte, C. Malgrange, C. Brouder, and C. R. Natoli, J. Chem. Phys. 108, 6394 (1998).
[16] C. R. Natoli, C. Brouder, P. Sainctavit, J. Goulon, C. GoulonGinet, and A. Rogalev, Eur. Phys. J. B 4, 1 (1998).
[17] M. Taillefumier, D. Cabaret, A.-M. Flank, and F. Mauri, Phys. Rev. B 66, 195107 (2002).
[18] C. Gougoussis, M. Calandra, A. P. Seitsonen, and F. Mauri, Phys. Rev. B 80, 075102 (2009).
[19] P. Giannozzi, S. Baroni, N. Bonini, M. Calandra, R. Car, C. Cavazzoni, D. Ceresoli, G. L. Chiarotti, M. Cococcioni, I. Dabo et al., J. Phys. Condens. Matter 21, 395502 (2009).
[20] D. Cabaret, A. Bordage, A. Juhin, M. Arfaoui, and E. Gaudry, Phys. Chem. Chem. Phys. 12, 5619 (2010).
[21] A. Bordage, C. Brouder, E. Balan, D. Cabaret, A. Juhin, M.-A. Arrio, P. Sainctavit, G. Calas, and P. Glatzel, Am. Mineral. 95, 1161 (2010).
[22] H. Ebert, P. Strange, and B. L. Gyorffy, Z. Phys. B 73, 77 (1988).
[23] H. Ebert, Solid State Commun. 100, 677 (1996).
[24] S. Stähler, G. Schütz, and H. Ebert, Phys. Rev. B 47, 818 (1993).
[25] H. J. Gotsis and P. Strange, J. Phys. Condens. Matter 6, 1409 (1994).
[26] G. Y. Guo, J. Phys. Condens. Matter 8, L747 (1996).
[27] O. Šipr and H. Ebert, Phys. Rev. B 72, 134406 (2005).
[28] C. Brouder and M. Hikam, Phys. Rev. B 43, 3809 (1991).
[29] C. Brouder, M. Alouani, and K. H. Bennemann, Phys. Rev. B 54, 7334 (1996).
[30] C. R. Natoli, M. Benfatto, and S. Doniach, Phys. Rev. A 34, 4682 (1986).
[31] Y. Joly, O. Bunău, J. E. Lorenzo, R. M. Galra, S. Grenier, and B. Thompson, J. Phys. Conf. Ser. 190, 012007 (2009).
[32] U. Gerstmann, N. J. Vollmers, A. Lücke, M. Babilon, and W. G. Schmidt, Phys. Rev. B 89, 165431 (2014).
[33] N. Bouldi and C. Brouder, arXiv:1610:05900.
[34] C. Itzykson and J. B. Zuber, Quantum Field Theory (McGrawHill, New York, 1980).
[35] J. D. Bjorken and S. D. Drell, Relativistic Quantum Mechanics (McGraw-Hill, New York, 1964).
[36] J. J. Rehr and R. C. Albers, Rev. Mod. Phys. 72, 621 (2000).
[37] C. R. Natoli, D. K. Misemer, S. Doniach, and F. W. Kutzler, Phys. Rev. A 22, 1104 (1980).
[38] T. Fujikawa and S. Nagamatsu, J. Electron Spectrosc. Relat. Phenom. 129, 55 (2003).
[39] O. Bunău and Y. Joly, J. Phys. Condens. Matter 21, 345501 (2009).
[40] U. von Barth and G. Grossmann, Phys. Rev. B 25, 5150 (1982).
[41] P. E. Blöchl, Phys. Rev. B 50, 17953 (1994).
[42] D. D. Koelling and B. N. Harmon, J. Phys. C 10, 3107 (1977).
[43] D. Ceresoli, U. Gerstmann, A. P. Seitsonen, and F. Mauri, Phys. Rev. B 81, 060409 (2010).
[44] C. J. Pickard and F. Mauri, Phys. Rev. Lett. 88, 086403 (2002).
[45] A. Rogalev, F. Wilhelm, N. Jaouen, J. Goulon, and J.-P. Kappler, X-ray Magnetic Circular Dichroism: Historical Perspective and Recent Highlights (Springer, Berlin, 2006), pp. 71-93.
[46] J. P. Perdew, K. Burke, and M. Ernzerhof, Phys. Rev. Lett. 77, 3865 (1996).
[47] C. Gougoussis, Ph.D. thesis, Université Pierre et Marie CurieParis 6, 2009.
[48] O. Bunău and M. Calandra, Phys. Rev. B 87, 205105 (2013).
[49] C. Lanczos, J. Res. Natl. Bur. Stand. 49, 33 (1952).
[50] C. Svensson, J. Albertsson, R. Liminga, Å. Kvick, and S. C. Abrahams, J. Chem. Phys. 78, 7343 (1983).
[51] Unoccupied Electronic States, edited by J. C. Fuggle and J. E. Inglesfield, Topics in Applied Physics Vol. 69 (Springer, Berlin, 1992).
[52] R. O'Handley, Modern Magnetic Materials: Principles and Applications (Wiley, New York, 1999).
[53] J. E. Müller, O. Jepsen, and J. W. Wilkins, Solid State Commun. 42, 365 (1982).
[54] A. L. Ankudinov and J. J. Rehr, Phys. Rev. B 62, 2437 (2000).
[55] C. Brouder, J. Phys. Condens. Matter 2, 701 (1990).
[56] G. Schütz, W. Wagner, W. Wilhelm, P. Kienle, R. Zeller, R. Frahm, and G. Materlik, Phys. Rev. Lett. 58, 737 (1987).
[57] J. I. Igarashi and K. Hirai, Phys. Rev. B 50, 17820 (1994).
[58] A. Dixit and M. Alouani, Comput. Phys. Commun. 207, 136 (2016).
[59] J. I. Igarashi and K. Hirai, Phys. Rev. B 53, 6442 (1996).
[60] R. Torchio, Y. O. Kvashnin, S. Pascarelli, O. Mathon, C. Marini, L. Genovese, P. Bruno, G. Garbarino, A. Dewaele, F. Occelli et al., Phys. Rev. Lett. 107, 237202 (2011).
[61] C. T. Chen, Y. U. Idzerda, H.-J. Lin, N. V. Smith, G. Meigs, E. Chaban, G. H. Ho, E. Pellegrin, and F. Sette, Phys. Rev. Lett. 75, 152 (1995).
[62] M. A. Laguna-Marco, C. Piquer, and J. Chaboy, Phys. Rev. B 80, 144419 (2009).
[63] J. Wong, Reference X-ray Spectra of Metal Foils, EXAFS Materials, Inc., 871 El Cerro Blvd (Danville, CA, 1999).
[64] J. H. Wood and A. M. Boring, Phys. Rev. B 18, 2701 (1978).
[65] G. Materlik, J. E. Müller, and J. W. Wilkins, Phys. Rev. Lett. 50, 267 (1983).
[66] L. A. Grunes, Phys. Rev. B 27, 2111 (1983).
[67] B. Lengeler and R. Zeller, J. Less Common Met. 103, 337 (1984).
[68] J. Mustre de Leon, J. J. Rehr, S. I. Zabinsky, and R. C. Albers, Phys. Rev. B 44, 4146 (1991).
[69] J. J. Kas, J. Vinson, N. Trcera, D. Cabaret, E. L. Shirley, and J. J. Rehr, J. Phys. Conf. Ser. 190, 012009 (2009).
[70] N. Kawamura, N. Ishimatsu, and H. Maruyama, J. Synchrotron Rad. 16, 730 (2009).
[71] C. Giles, C. Malgrange, J. Goulon, F. de Bergevin, C. Vettier, A. Fontaine, E. Dartyge, and S. Pizzini, Nucl. Instrum. Methods Phys. Res., Sect. A 349, 622 (1994).
[72] D. Sébilleau, X-ray and Electron Spectroscopies: An Introduction (Springer, Berlin, 2006), pp. 15-57.
[73] R. Wu, D. Wang, and A. J. Freeman, Phys. Rev. Lett. 71, 3581 (1993).
[74] M. Altarelli, Nuovo Cimento Soc. Ital. Fis. D 20, 1067 (1998).
[75] A. Ankudinov and J. J. Rehr, Phys. Rev. B 51, 1282 (1995).
[76] E. Eriksen, Phys. Rev. 111, 1011 (1958).
[77] S. Di Matteo, Y. Joly, and C. R. Natoli, Phys. Rev. B 72, 144406 (2005).
[78] P. Strange, Relativistic Quantum Mechanics (Cambridge University Press, Cambridge, 1998).
[79] E. van Lenthe, E. J. Baerends, and J. G. Snijders, J. Chem. Phys. 105, 2373 (1996).
[80] E. Clementi and D. L. Raimondi, J. Chem. Phys. 38, 2686 (1963).
[81] E. Clementi, D. L. Raimondi, and W. P. Reinhardt, J. Chem. Phys. 47, 1300 (1967).


[^0]:    *nadejda.bouldi@impmc.upmc.fr

