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constrain one model with extra Z bosons is presented.
= 0.0058 zh 0.0011. An application of these results to

is used to derive the ratio of vector to axial-vector couplings of leptons:
is N,, = 2.983 zh 0.034. The lepton pair forward-backward asymmetry
R; = 20.69 zh 0.09. The corresponding number of light neutrino species
sults of the past three years one obtains 02 = (41.60 i 0.16) nb, and
selection and an improved tau pair selection. Including the ALEPH re
cal). This is combined with a better understanding of the hadronic event
to a systematic precision of 0.15% (experimental) and 0.25% (theoreti
ALEPH in 1992, permitting the determination of the absolute luminosity
tor at LEP. A silicon-tungsten luminosity calorimeter was installed in
decays into hadrons and charged leptons taken with the ALEPH detec
backward asymmetries are measured from a sample of 1.3 million Z

Precise values of the Z resonance cross sections and lepton pair forward
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emitting diode optical system ensure a mechanical precision of the radial fiducial boundary of 18pm. OCR Output
the silicon detector elements and the measurement of the separation between half modules with a light
a full reconstruction of the transverse and longitudinal shower development. The internal alignment of
each with 16 radial pad rows 5.225 mm wide. A total of 12288 pads are readout individually, allowing
tungsten alternate with layers of silicon pad detectors. Each layer is segmented into 32 sectors in azimuth,
the interaction point. The calorimeters cover the polar angular range from 24 to 58 mrad. Twelve layers of
lt consists of two homogeneous cylindrical detectors surrounding the beam pipe at roughly :1:250 cm from
The SiCAL is a silicon-tungsten sampling electromagnetic calorimeter, 23 radiation lengths (X0) in depth.

2.2 SiCAL Luminosity

are used in the electroweak fits.

and the previous years become: 0.49% (1989-1990), 0.38% (1991) and 0.37% (1992 LCAL period) and
has fiuctuated statistically from year to year. The total LCAL experimental systematic errors for this
from 1989 to 1992 is compatible with a systematic error of 0.21%, whose determination with this method
results using two different fiducial-side selections [6] were compared. The difference using all LCAL data
the same way as in the previous years. To check the accuracy of the understanding of the acceptance, the
has been described in detail elsewhere The evaluation of the systematic error for 1992 proceeded in
The luminosity determination with the LCAL, covering the polar angular reg. n from 46 to 122 mrad,

2.1 LCAL Luminosity Measurement

2 Luminosity Determination

Z decays to fermion pairs accumulated by ALEPH over the past four years of data collection.
are given by the LEP energy group [5]. The fit results presented here are based upon 1 300 000 visible
(91.276:l:0.018) GeV) and 8.7 pb'1 in the SiCAL period ((/5 = (91.270:i;0.018) GeV). The LEP energies
ALEPH at LEP in 1992, representing an integrated luminosity of 13.7 pb'1 in the LCAL period =

The analysis presented here is based upon a sample of 780 000 charged fermion pairs collected by

only aspects relevant to the cross section measurements are included hire.
SiCAL. Since a detailed description of the SiCAL construction and perfq§iance is in preparation [4],

2. SiCAL period: luminosity measurements after the September 1992 st§ were performed with the

shadowing effects from SiCAL when it is in place.
separation between the two halves of both LCAL calorimeters was increased by 5 mm to reduce
performed with the lead·proportional wire chamber calorimeter (LCAL) alone. The horizontal

1. LCAL period: luminosity measurements up to the September 1992 LEP technical stop were

setups for the measurements in 1992 for which the data were analyzed separately:
The ALEPH detector has been described elsewhere The SiCAL upgrade introduced two luminosity

previously published are described in detail.
selection and an improved tau~pair selection. Only the differences between the present analysis and that
over previous ALEPH publications [1, 2] come from a re-evaluation of the systematic error in the hadron
lation in September 1992 of a silicon-tungsten luminosity monitor (SiCAL). Additional improvements
The precision of the absolute cross section measurements in ALEPH has been improved with the instal

1 Introduction



excluding the luminosity theoretical error discussed below. OCR Output
corrected) cross section is 0.9981 :l: 0.0046, where the statistical and systematic errors are combined,
the difference in The ratio of the hadron cross section measured with SiCAL to the LCAL (energy
September 1992) is compared to the hadronic cross section in the SiCAL period, the former corrected for
LCAL measurements. First, indirectly, a fit to the hadronic cross section in the LCAL periods (1989 to
Two comparisons of the LCAL and SiCAL luminosity measurements were performed to cross-check the

2.3 LCAL·SiCAL Relative Luminosity Measurements

pad-to-pad energy precision and simulation of showers within the detector.
of the Z sample. The additional sources of experimental systematics come primarily from effects such as
statistics: 0.15% = 0.09%(ezp.) 69 0.12%(mc stat.). This is still reasonable given the statistical precision
and reconstruction package, the 1992 estimated experimental precision is limited by the Monte Carlo
0.068%. Although more than two million Bhabha events were processed through the ALEPH simulation
with the uncertainty on the z—distance between the calorimeters gives an ultimate luminosity precision of

The experimental systematic errors are summarized in Table 1. The mechanical precision combined

Monte Carlo.

to vertically selected Bhabha. gives 1.003t0.003 for data, in agreement with 1.006 5:0.003 found for the
i33.75° and “vertical” events were required to be in the vertical plane ;*:33.75°. The ratio of horizontally
half-module separations, were compared: "h0rizontal” events were required to be in the horizontal plane
Second, two independent azimuthal selections, sensitive to systematics from background subtraction or
selection gives 1.237:}:0.001 for data in good agreement with 1.238:l:0.001 for the Monte Carlo simulation.
of the tight fiducial boundary was decreased by one padwidth; the ratio of accepted events to the Bhabha

Two cross-checks were used to verify the understanding of the Bhabha acceptance. First, the radius

Other physics processes produce a background below 0.010%.
correct the accepted Bhabha cross section; it corresponds to a 0.015% contamination of the selection.
rate, and is subtracted from the data. The t-channel hard photon background is calculated and used to
background is evaluated using the SiCAL single—arm triggers and is found to be 8.5 · 10"‘ of the Bhabha
indistinguishable from a Bhabha scattering in this purely calorimetric monitor. The off-momentum
coincidences of off·momentum beam particles, and 2) t-channel production of two or more hard photons,

The background to the luminosity selection comes almost entirely from two sources: 1) accidental

it is well reproduced by the simulation.

selections. The periodic variation in da is due to the offset of the beam with respect to the detector axis;
clusters, and Figure 2 shows the azimuthal distributions for events accepted with either side’s tight radial
accepted low angle Bhabha cross section. Figure 1 shows the radial distribution for tight-side selected

There is very good agreement between the data and the Monte Carlo simulation used to integrate the

the loose side permits clusters to lie within pad rows 2 to 15, inclusively.
ensure full containment of showers from Bhabha events (radial pad rows 4 to 12, inclusively), whereas
event, reduce the sensitivity of the selection to beam offsets. The tight side is sufficiently constrained to
fiducial selection on one side and a "loose” fiducial selection on the opposite side, alternated event by
two layers in depth at 6XO and 8XO, is used to determine the acceptance near the boundary. A “‘tight”
cuts define the Bhabha acceptance. Energy sharing between pads at the fiducial boundary, summed over
in order to remove background from accidental coincidences of off-momentum beam particles. Radial
their energies must be 2 55 GeV. The acoplanarity of these clusters is restricted to 150° $ Ad> S 210°
least one reconstructed cluster in each endcap, side A and side B, with an energy 2 20 GeV. The sum of
simplified by the homogeneity of the new detector. Bhabha scatterings are identified by requiring at

The analysis of the 1992 SiCAL luminosity is largely based upon the previous LCAL analysis [6],



b) Ratio of data to Monte Carlo. OCR Output
Data are plotted as points; Monte Carlo shown as a histogram.
Figure 1: a) Radial distribution for the tight-side selection (final selection shown as shaded zone).
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the beam with respect to the axes of the side A and side B detectors. OCR Output
points and the Monte Carlo is shown as a histogram. The da variation is due to different offsets of
b) cb distribution for side B tight selection, for accepted Bhabha events. The data are plotted as
Figure 2: a) gb distribution for side A tight selection.
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in [1, 2]. The evaluations of the selection systematics for the hadrons, Bhabhas and muon·pairs are
The selections for hadronic and leptonic events, except the ·r*r" selection, are not changed from those

Asymmetries

3 Measurements of Cross Sections z- id Forward-Backward

is 1991 [1]) and 0.25% for SiCAL. The separate contributions are summarized in Table 2.
SiCAL Bhabha cross section [9]: the theoretical systematic error for LCAL is estimated to be 0.28% (as
to the former’s acceptance at lower angles. This reflects in a smaller theoretical uncertainty for the
generator The electroweak correction is four times smaller for SiCAL with respect to LCAL due
with exclusive exponentiation. The full O(cv) Z-exchange correction has been done with the BABAMC
calculated using the Monte Carlo program BHLUMI BHLUMI is a multi-photon O(a) event generator
The Bhabha reference cross sections for LCAL and SiCAL acceptances during both periods have been

2.4 Luminosity Theoretical Error

gives an LCAL to SiCAL luminosity measurement ratio of 0.9984 i 0.0027(stat) t 0.0034(syst).
Combining the two tests, and interpreting the ratio of hadron cross sections as a luminosity ratio,

shadowing effect is included and is estimated to contribute an uncertainty of $ 0.1%.
and Monte Carlo simulation statistics and the systematic error excludes the theoretical uncertainty. The
SiCAL period is 0.9988 :b 0.0039 (stat) 1 0.0039 (syst), where the statistical error includes both data
disturb the latter’s precision. The ratio between the LCAL and SiCAL integrated luminosities in the
In contrast to previous years, the SiCAL shadow below 59 mrad on the LCAL detector could slightly

A second, direct test was made comparing the LCAL measured luminosity during the SiCAL period.

Table 1: Summary of SiCAL luminosity systematic errors.

TOTAL experimental uncertainty 0.153%

Simulation statistics 0.120%

Acoplanarity cut 0.005%
Energy cuts 0.015%
shower parametrization and simulation 0.023%
energy sharing cuts 0.044%
beam-module relative tilt and alignments 0.035%
mechanical precision and z position 0.068%

Radial fiducial cuts:
Trigger efficiency 0.010%
Physics sources 0.010%
Off-momentum beam particles 0.018%

Background estimation:
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Increased data and higher Monte Carlo statistics have improved the understanding of the tau pair

the mass of the e*e' pair after initial state radiation.
with large initial state radiation. The cross sections are given corrected up to \/EI > 0.1#, where (/34 is
are given in Table 3 for the individual selections and for their average. The event selection cuts out events
essentially from low-angle events which fail either the multiplicity or the energy cuts. The cross sections
are 97.47% and 99.07% respectively, where the loss in efficiency for the charged-track selection comes
the Time Projection Chamber (TPC) and the other based on the total calorimetric energy. The efficiencies
Two hadron selection methods are used, one based on the energy and multiplicity of charged particles in

3.1 Hadronic Selection Systematics

exchange for the e+ e" channel and C is a normalization constant.
responding to the outgoing lepton and antilepton F(cos 0') describes the effect of the t-channel
where 61 and 92 are the polar angles of the vector sum of the track momenta in the hemispheres cor

(2)cos0' =cos%(01+7r -02)/cos§(01-1r+02),

to the cos 0' angular distributions. The scattering angle, O', is defined as

dcos 9
(1)_ - co Q pycos ( —-C (1+ s20'+;A O') Fcos0’)

do

by a maximum likelihood fit of the function

shown in Table 3. The lepton forward—backward asymmetries AFB, presented in Table 4 are determined
The measured cross sections for the hadronic (selections averaged) and lepton—pair final states are

from [1, 2].
in detail. The flavor-blind lepton selection, called “common lepton" hereafter, has not been changed
discussed below. The improved r+r‘ selection and its corresponding systematic error are presented

correction uncertainties (4 and 5) are each added linearly.
sections. QED leading-log (LL) and sub-leading (SL) uncertainties (1 and 2) and the Z-exchange
Table 2: Summary of theoretical systematic errors from [9] for the two luminosity reference cross

Total theoretical uncertainty 0.28% 0.25%

(6) Vacuum polarization 0.08% 0.05%
(5) Z-exchange O(a2) SL missing in BABAMC 0.06% 0.015%
(4) Z·exchange 0(a2) LL missing in BABAMC 0.06% 0.015%
(3) Z—exchange O(a) BABAMC 0.03% 0.03%
(2) O(a2) SL BHLUMI 0.09% 0.09%
(1) O(a2) LL BHLUMI 0.15% 0.15%

Contribution LCAL SiCAL
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efficiency of 1.4 · 10'°. Combining all the errors assigned to detector response, Monte Carlo, background
is large. The estimated uncertainty due to these events is 0.8- 10'°, giving a total uncertainty in the
class is well simulated in the Monte Carlo, the uncertainty in the fraction of events of the first class
low charged multiplicity events and events with strong initial state bremsstrahlung. Although the second
hadronic events is negligible. However, two classes of hadronic decays are not represented in the sample:
detector, the loss in average track multiplicity being < 1%; the probability that they are not identified as
difference in the efficiency of (1.1 zh 0.4) · 10"3 was found. The selected events are well contained in the
with the proper thrust angular distribution. This procedure was repeated with fully simulated events. A
eliminated. The acceptance was then recalculated by weighting the events passing the hadron selection
0.2). The events were rotated randomly in space and tracks falling outside the detector acceptance were
estimated using real events in which the thrust axis is nearly normal to the beam direction (I cos 01-,.,,,,,| <

The uncertainty in the extrapolation to full acceptance coming from the hadronization model has been

response for the cut variables [2] is responsible for a systematic error of 0.4 · 10"
(0.25 i 0.08)% from two-photon interactions. The limited precision in the simulation of the detector
of the increased statistics. The backgrounds are small, (0.32 zh 0.03)% coming from ·r+·r' events and

The systematic error of the charged track based selection has been re·evaluated to take advantage

reduced by more than a factor two with respect to the previous publications [1, 2].
background in the calorimetric selection. The correction is (0.46 t 0.06)%, where the uncertainty is

are added in quadrature in the cross sections shown here.
(th.) is shown explicitly for the luminosities. The luminosity errors (theoretical error included)
LCAL period (91.276 GeV), and afterwards, SiCAL period (91.270 GeV). The theoretical error
tical and systematic errors for 1992. The data are separated for running before SiCAL installation,
Table 3: Integrated luminosities, event numbers and hadron and lepton cross sections with statis

acommon lemons (nb) 4.503 i 0.024 t 0.026 4.525 zh 0.027 zh 0.022

1.497 i 0.012 i 0.008an (nb) 1.494 zh 0.015 zh 0.007

1.499 zh 0.012 t 0.0090,,,, (nb) 1.484 t 0.014 t 0.008

1.506 :1: 0.014 zh 0.009an (nb) 1.519 zh 0.017 zh 0.007

30.715 i 0.071 t 0.1370;.,4 (nb) Average: 30.570 i 0.069 zh 0.099
0;,,,, (nb) Calorimeters 30.710 i 0.071 i 0.139 30.566 t 0.069 t 0.102

arm; (nb) Charged tracks: 30.719 :t 0.071 :1: 0.141 30.575 zh 0.070 i 0.103

common leptons 58566 37607

·r·r 16274 10385
pp 17082 10879

ec 16647 10725
Number of selected qi 415803 264610

1 38.3 (mh.) i 21.9 (th.)
13684.0 i 23.4 i 43.8Cm: (nb'1) 8749.0 i 10.2 i 13.1

Measurement LCAL period SiCAL period
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calorimeter along the cracks of the electromagnetic one. The selection efficiency and the r background
momenta and the sum of the energy in the electromagnetic calorimeter and in the regions of the hadron
The selection of electron pairs is based on the sum of the momenta of the two tracks with highest

3.2 Z —> e+ e` Selection Systematics

Table 5: Systematic errors (l0”3) for hadronic selections.

1.7 1.6Total

0.60.3·r+1·'

0.3negl.e+e"

77 0.80.8

background:

0.4Monte Carlo stat. 0.4

1.4modeling negl.

1.1detector response 0.4

Source Charged track Calorimeter

Haidronic selection

combined cross section is then 0.14%.

assuming they are fully correlated between both selections. The overall systematic uncertainty in the
assuming they are uncorrelated, with the other uncertainties (Monte Carlo statistics and background),
error of the average is obtained by combining the systematic errors of the two selection efficiencies,
components for the identification, the two selections are considered independent. Therefore the systematic

The systematic errors for both selections are summarized in Table 5. Since they use different detector

and modeling gives a total systematic error for the track—based selection of 1.7 · 10'

and systematic errors are given.
bined LCAL and SiCAL periods, where the average energy is 91.274 GeV. Both the statistical
Table 4: Forward—backward asymmetries for lepton pairs. The data are presented for the com

A}; 0.0052 :b 0.0067 :i: 0.0005
;Aff] 0.0101 :b 0.0059 i 0.0010
BA? 0.0115 :l: 0.0074 ni: 0.0029

Measurement LCAL + SiCAL periods
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respectively, the requirements are n,,b_, · n,,b_2 < 75 and Of' + O§" < 0.25 rad.
of charged and neutral objects and the maximum angle between two charged tracks in the hemisphere i
than 1 GeV/c2, further cuts are applied to reject hadronic events. Defining Rob'; and Of"’ as the number
collision point. If both hemispheres have either more than one charged track or an invariant mass greater
within a cylinder of length 10 cm and radius 2 cm coaxial with the beam and centered on the measured
3 GeV/c. Cosmic ray reduction is obtained by asking for at least one charged track to originate from
Em/Eb,,,,,, > 0.350 or an absolute difference between the transverse momenta of the jets greater than
jets, smaller than 20°, and either a ratio of total reconstructed energy, Em, to beam energy, E`,,,,,,,,
77 background the event must have an acollinearity, defined as 180° minus the angle between the two
the charge and the direction of jets, has to satisfy the condition |cosO'| < 0.9. In order to reduce the
cos Ol < 0.95 and at least one charged track in each hemisphere. The scattering angle O', defined using

The event is required to have at least 2 and at most 8 charged tracks in the polar angular range

charged track in each hemisphere is called leading track.
direction is given by the vectorial sum of the momenta of all the objects in the jet. The most energetic
present in each hemisphere, which are found using the energy flow algorithm described in [11]. The ·r
dicular to the thrust axis. Two “jets” are defined by clustering together all charged and neutral objects
The new selection of r—pair events starts by dividing the event in two hemispheres by a plane perpen

3.4.1 ·r+r’ Selection and Cross Section

3.4 Improved Z —> r+r` Selection and Systematics

asymmetry are shown in Tables 3 and 4.
The number of selected events, and values of the measured cross section and forward-backward

uncertainty on AFB of 0.10%.
error from this source. Adding the uncertainties from both sources in quadrature gives a total systematic
cosO| < 0.98 and events with [cos O'] < 0.95. An upper limit of 6 - 10" is obtained for the systematic
tracking in the very forward region has been studied by enlarging the selection to accept tracks with
of 7 · 10" on AFB is inferred from the difference between both selections. Second, the accuracy of the
signals in ECAL and HCAL [2], both of which have different background components. An uncertainty
First, a comparison has been made between the standard selection and the one based on minimum ionizing
to set an upper limit on the systematic error for the measurement of the forward—backward asymmetry.
systematic error for the p-pair cross section is unchanged from [1], 0.5%. Two studies have been used
planes of the hadron calorimeter and in the two layers of muon chambers that surround ALEPH The
The selection of muon—pair events is based on their penetrating power, which leads to signals in the last

3.3 Z —-> if p` Selection Systematics

and forward-backward asymmetry are given in Tables 3 and 4.
The number of selected events (before corrections, t-channel subtraction, etc.), measured cross section

the ALIBABA program [10] contributes 0.23% and 0.25% to these errors, respectively.
The theoretical uncertainty in the t—channel subtraction due to inherent limitations of the calculation in
total systematic error for the cross section is 0.41%, and the error for the AFB measurement is 0.29%.
Agreement between data and Monte Carlo is consistent with a 1% uncertainty for this bin. The resulting
by moving the most sensitive cut, the one on the sum of momenta and calorimetric energy [2], by ;l; 10%.
together is 0.3%. The uncertainty in the extreme backward bin of cos O', [-0.9,-0.8], was re-evaluated
systematic errors have been re-evaluated since [1]; the error on the global efficiency and r background
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The A}JB value for the combined LCAL and SiCAL periods is given in Table 4.
which include calorimeter energy. The estimate of the systematic error due to this effect is 2.5 · 10'
investigated by comparing hemispheres which are selected only based on charged tracks with hemispheres
Projection Chamber is negligible because of the | cos 0‘| cut at 0.9. The same effect in the calorimeters is
than 10‘2, giving a correction to AFB below 10". The effect of track-insensitive regions in the Time
sphere, measured by studying the total charge distribution for 1-1 and 1-3 events, is found to be smaller
to the uncertainty in AFB, of :t0.6 · 10"". The probability to mis-measure the electric charge in a hemi
error on AFB. The residual symmetrical contamination amounts to (0.40;*.:0.04)%, giving a contribution
nation is determined from the data to be smaller than 2.5· 10**, giving rise to a 4.5- 10** systematic

After these additional requirements the number of selected events is 22 063. The Bhabha contami

the energy ratio to be smaller than 1.2 and 0.6, respectively.
when |cos0'| < 0.72, and < 1.4 otherwise, or 2) if both tracks are identified as electrons, by requiring
reduced to a negligible level either, 1) if one track is identified as an electron, by asking Em/Er,,,,,, < 1.7
hemisphere and zero total charge. In the one prong—one prong (1-1) subsample Bhabha events are
the weighted mean of the five values. Events are required to have one or three charged tracks per
efficiency with cos 9‘, AFB has been measured differentially in five bins of cos0', the final result being
the bias from the remaining Bhabha background. To account for possible effects from a non—uniform
The measurement ofthe forward—backward asymmetry, AQTB, requires additional cuts in order to minimize

3.4.2 ·r+v·' Forward-Backward Asymmetry

contributions.

SiCAL periods. The systematic error is the sum in quadrature of background, efficiency and luminosity
(1.64 i 0.16)%. The number of selected events and the cross section are given in Table 3 for LCAL and
be (0.31 i 0.04)% and (0.25 :.t 0.03)% respectively. The overall background subtraction amounts to
Monte Carlo simulations of 77 and hadronic events have been used to estimate the contamination to
have been estimated using data to be respectively (0.66 si: 0.14)%, (0.25 zi: 0.05)%, and (0.17 :l; 0.03)%.
statistics of such artificial tau pairs. Backgrounds from electron pairs, muon pairs, and cosmic rays
different events The most important uncertainty comes from hadron rejection cuts due to the limited
comparing data with Monte Carlo or by using artificial tau pairs formed from the data with tau’s from
error has been obtained by combining the uncertainties from the selection criteria, evaluated either by
an angular acceptance of 85.7% and a selection efficiency inside the acceptance of 91.16 t 0.27%. The

After this selection 26 659 events remain. The overall acceptance is 78.12 zt 0.23%, arising from

requiring Em,/E,,,,,,, < 1.8. Figure 3c) shows the Em distribution for data and simulated dimuon events.
and the opposite hemisphere has a momentum in excess of 0.9 - E,,,,,,,,. Dimuon rejection is obtained by
defined either if both leading tracks are identified as muons, or if one leading track is identified as a muon
when D,,,,,, > 6 cm, or E,,,/Eb,,,,,, < 1.4 when D,,,,,, < 6 cm (see fig. 3a and b). Dimuon—like events are
cut in the variables D,,,,,, = min(Dg,1,DgI2) and Em,. The r-pair events must have Em,/E,,,,,,,, < 1.6
computing its minimum distance from a crack. Bhabha rejection is then obtained by applying a staggered
taking the tangent to the leading track in each hemisphere at the origin, extrapolating it to ECAL, and
Second, in order to tag possible losses of photons due to ECAL cracks, a variable (D9,) is defined by
photon collinear to the beam, computed using the jet directions and imposing 4-momentum conservation.
variables. First, the total energy is found as E,,,, = Em + E,,,,, where Em, is the energy of a radiated
like events, i.e. events where all the charged tracks are identified as electrons, are rejected using two
than 3 cm away from ECAL cracks are called electrons if they are not identified as muons. Bhabha
described in [11] applied with very loose cuts to keep a high efliciency. In addition, charged tracks less
are 17% and 2.5% respectively. The remaining events are then tagged using the lepton identification
tracks to be less than 1.6 · E,,,,,,.. The fractions of Bhabha and dimuon events remaining at this level

Bhabha and dimuon events are rejected by requiring the sum of the energy of the two leading charged
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electroweak theory. The principal remaining uncertainty comes from the dependence of R, and to a more
the top quark and Higgs boson, making them ideal parameters to test for departures from the standard

Both 02 and Rl, within the context ofthe minimal Standard Model, depend weakly on the masses of

Alternatively, assuming three neutrino species allows one to determine the ratio I`.,/I`); = 1.981 :l: 0.022.

N., : 2.983 :.*: 0.034.

neutrino species
the ratio of the invisible width to the leptonic one, assuming 1],,,, = N,,I`,,, gives the number of light
results are shown in Table 7. Using the electroweak Standard Model value for I".,/Fu (1.992 zl; 0.003),
respectively, their branching ratios and the invisible width, [`,,,,, = FZ -· I`,,,,d - (I`,, + I`,,,, + l`,,). The

The fit parameters can be used to derive the leptonic and ha.dronic partial widths, I`); and 1],,,,,

the uncertainty in the LEP center of mass energies.
from The errors in the peak forward-backward asymmetries, Agib, include a 0.0010 component from
data taken at the Z peak do not contribute to the values of MZ and fz, both of which remain unchanged
Fu, for massless final-state leptons (obtained from R,, R,, and R, correcting for mass effects). The 1992
In the following R, is defined as the ratio of the Z hadronic partial width to the leptonic partial width,
fit without lepton universality are made in the same way as in The results are shown in Table 6.
in [1] updated with the results in [13]. A 5-parameter fit assuming lepton universality and a 9-parameter
with the accumulated 1989, 1990 and 1991 ALEPH data using the MIZA [12] lineshape fitting program as
The 1992 hadron and individual lepton cross sections and forward-backward asymmetries were fit along

tries

4 Fits to Cross Sections and Forward-Backward Asymme

where the error includes only the non-common statistical uncertainty.

(3)acommm, leptons - (0,, + 0,,,, + 0,,) = (0.012 zb 0.007) nb

lepton channels. The difference for the two periods combined is
obtained with the common lepton selection has been compared with the sum for the three individual
identification. As a cross—check of the systematic errors of the individual lepton analyses, the cross-section
independent to the systematic errors of the individual lepton analyses, which come mainly from particle
resulting cross section is given in Table 3. Its systematic error remains the same, 0.4%, and is essentially
attempt to identify the individual lepton species. The selection has not been changed from [1, 2]. The
The flavour-blind lepton—pair selection is based on the measurement of charged particles and does not

3.5 Common Lepton Cross Section

tau-pair cross section, its value for the forward-backward asymmetry is given in Table 4.
and have negligible systematic errors. Since the new selection is also used for the determination of the
published A;-Q, data [1, 2]. The forward-backward asymmetries from the two selection procedures agree
0.0005, essentially from the same sources as in the analysis above, and also applies to the previously
result is A;.} = 0.0048 i 0.0065. The systematic error of this analysis was evaluated and found to be
in the electromagnetic calorimeter, Ega, + P2. The selection efficiency is 84% within |cos0| < 0.9. The
ground has been reduced by 75% with respect to [1] with a combined cut on track momentum and energy
on identifying muons and pions using information from the calorimeters. In addition the Bhabha back

OCR OutputThe determination of AFB was repeated using the selection previously published [1, 2], based mainly
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2Thc calculation has been done using the electroweak library of the MIZA program

couplings shown in Table 8. Using these results together with the previous ALEPH measurements of the
larization [14] from the 1989-1991 ALEPH data sample, to give improved results for the effective vector
The 9-parameter fit is repeated using the additional constraint coming from the measurement of 1* po—

2sinOQ?} = 0.2310 :1: 0.0019

sing Oi?] E § (1 — gv(M§)/g,,(M§)), according to the definition used in [18]:
assuming lepton universality. This is interpreted as a measurement of the weak effective mixing angle,

gi, (M;)/g§,(M§) = 0.0058 t 0.0011
couphngs
metries and the leptonic partial widths. A2], is used to obtain the ratio of the vector and axial vector

The vector and axial vector couplings to fermions are determined from the forward-backward asym

from 100 GeV to 200 GeV and the Higgs mass from 60 GeV to 1 TeV.
masses of 150 GeV and 300 GeV respectively, and the error includes the effects of changing the top mass
where R? = 19.936 :1: 0.029 in the Standard Model?. The central value assumes top quark and Higgs

(4)c. , R, = R? [1+1.05J + (0.9:t 0.1) — 13 ,
0 2 03

Table 7 is obtained from R, using the formula
generations, using a third—order expansion in 0, in the W scheme as in The value of 0, shown in
parameters R, and 02 given by the fit, along with the Standard Model prediction for 3 light neutrino
limited degree 02 on the strong coupling constant 0,. Figure 4 shows the probability contours for the

are given in Appendix A.
accumulated data (1989, 1990, 1991 [1] and 1992). The full correlation matrices for the results
Table 6: Fit results for cross sections and forward-backward asymmetries using all the ALEPH

147/150 d.0.f. 149/154 d.o.f.

0.0171 :1: 0.é 33A2;
0.0197 :t 0.0056A2;

.
0.0146 :b 0.0048Aw
0.0185 i 0.0066A2;

20.69 t 0.09

20.70 i 0.16

20.83 i 0.15

20.59 t 0.15

02 (nb) 41.60 i 0.16 41.60 i 0.16
I`; (GeV) 2.501 i 0.012 2.501 i 0.012
MZ (GeV) 91.187 t 0.009 91.187 :1: 0.009

Pa,ra,meter No lepton univ. Lepton univ.
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constant <1,(M§).
R, : Fhad/Pl; together with the Standard Model prediction as a function of the QCD coupling
Figure 4: Contours of constant X2 for 02, the hadronic peak cross section, as a function of

Ra = l—h¤d/FII
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Fitting to the results for MZ, FZ, R,, 02, sing and the previously published measurement of

to 1000 GeV to assess its effect on the uncertainty on the two parameters.
coupling constant, as presented in ln this analysis MH is fixed at 300 GeV, and varied from 60 GeV
used, within the context of the minimal Standard Model, to determine the top quark mass and the strong
The Iineshape information and the effective weak mixing angle presented in the previous section can be

5 Mass of the Top Quark

sin? oy; = 0.2321 :t 0.0012 (X2/d.o.f. = 3.3/5).

the weak mixing angle becomes
quark charge asymmetry (1989-1990) [15] and b and c forward-backward asymmetries (1990-1991) [16],

1991 [1] and 1992).
Table 7: Derived quantities from fit results for all the ALEPH accumulated data (1989, 1990,

-0.502 1 0.00;;gAT(M§)
yv.(M.%) -0042i3i3i2

-0.501 1 0.002yA,1(M§)
-0.0a1t%i%i§

-0.503 1: 0.002, M /(Z;..(M3i
yv.(M§) 008 -0.040t31¤¤7

-0.502 :1: 0.001yAs(M§)
-0.038 i 0.0049v1(M§)
0.108 zt 0.012

2.010 i 0.01602, (nb)
1.997 t 0.015agu (nb)
2.021 t 0.015age (nb)

2.011 i 0.010#3 (nb)
Br(Z —> r+r‘) (%) 3.366 :1: 0.028
Br(Z -+ ;1+p') (%) 3.344 i =. .-26
Br(Z ——> e+e‘) (%) 3.383 1 e' 13

3.375 i 0.009Br(Z —> l+l‘) (%)

69.83 t 0.23Br(Z —> hadrons) (%) 69.66 t 0.29

84.18 :1: 0.79Fw (MeV)

83.62 ;t 0.75Fm, (MeV)

84.61 :1: 0.49Fe, (MeV)
Finn/FII 5.942 i 0.067

Fino 501 t 6

Fu (MeV) 84.40t 0.43

Pima (MeV) 1746 i 10

Derived parameter No lepton univ. Lepton univ.
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to the lack of knowledge of MZ, is included as part of the error in 93.
different for charged and neutral leptons and for up- and down—type quarks [24]. The uncertainty related
neutral bosons leads to changes in the effective fermion couplings to the lower mass boson, which are
is presented. The sensitivity to the mixing angle comes from the fact that the mixing between the two
Data taken at LEP are mainly sensitive to 93 and only weakly to Mz], therefore only the 03 determination

• The mass of the heavier mass-eigenstate, that will be represented by Mzi.

• The mixing angle between the symmetry eigenstates, Z° and Z°’, which will be called 03.

sector), there are only two free parameters
After specifying the particular model (and without any assumption on the structure of the Higgs

presented here.
Standard Model, a search for extra Z bosons of one particular E6-based model (the X-model [24]) is
As an example of the importance of the improved measurement of 02 in tests for departures from the

6 Limits on Extra Z Bosons

previously [1, 22].
with X2/d.0.f. = 7.3/11. All results in sections 4 and 5 are in good agreement with the values published

or, = 0.114 :l: 0.011 zh 0.002,

m, = (172f§g'f[g) GeV and

experiments [19] and pp colliders [20]. In this case the result is
shown in fig. 5. The ALEPH results can be combined with information on Mw coming from neutrino
experimental error, which gets increased by about one GeV due to this. The probability contour is
energy hadronic part of the vacuum polarizations has been propagated in the fit and is included in the
The theoretical uncertainties have been treated as in [18]. In particular, the uncertainty in the low
with X2 / d.o. f. = 6.1 /8, where the second error in each reflects the uncertainty due to the Higgs mass.

cv, = 0.113 zi: 0.011 :l: 0.002,

m, = (184f§g‘f];) GeV and

1],,; [17] yields the top quark mass and the strong coupling constant:

(1989, 1990, 1991 [1] and 1992) using the added constraint of ·r polarization.
Table 8: Effective vector coupling constants from fit results for all the ALEPH accumulated data

-0.038 i 0.005gV,(M§)
-0.034 :*:0.013gv,,(M§)
-0.036 zh 0.005gv,(M§)

Derived parameter No lepton univ.
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band. The Tevatron limit refers to the result of [23].
coupling constant, a,. The results of the event shape analysis [21] for cx, are shown by the bashed
Figure 5: Contours of constant probability for the fit to the top quark mass, m,, and the strong
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