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Abstract — In analogy to the zero-error variant of the
channel capacity, the zero-error information between two
random variables is defined. We show that our definition
is natural in the sense that the representation of the channel
capacity with respect to mutual information carries over to
the zero-error variants of the quantities. It is shown that the
new notion, together with two operators introduced in the
same context, namely the common random variable of two
random variables and the dependent part of a random vari-
able with respect to another, is useful for giving characteri-
zations of the possibility of realizing cryptographic tasks—
such as bit commitment, coin tossing, or oblivious transfer—
from correlated pieces of information.

I. INTRODUCTION

In cryptography, there are mainly two types of security: Com-
putational security is based on the hardness of certain computa-
tional problems such as integer factoring or computing discrete
logarithms and, hence, inherently dependent on assumptions on
an adversary’s capabilities as well as, up to now, on the hardness
of the underlying problem. Information-theoretic or uncondi-
tional security, on the other hand, does not depend on unproven
assumptions. However, certain impossibility results suggest that
this type of security is generally less practical: Shannon [17]
proved that perfectly secure encryption is possible only between
parties sharing a secret key that is as long as the message, and
important cryptographic functionalities such as coin tossing, bit
commitment, oblivious transfer, or broadcast cannot be achieved
in an unconditionally secure way from scratch [5, 12]. This
pessimism can, however, often be relativized by showing that
cryptographic tasks can be realized—in an unconditionally se-
cure way—from information theoretic primitives as simple as a
noisy communication channel or correlated pieces of informa-
tion [13, 3, 7, 6].

In this paper, we consider the scenario where two parties
know random variables

�
and � , respectively, and ask our-

selves under what conditions on ����� this allows for achieving
cryptographic goals such as bit commitment. As a preparation,
we introduce a number of tools and notions for analyzing the
distribution ����� in this context, but that are also of indepen-
dent interest. These are the zero-error information between two
random variables, which relates to the “normal” mutual infor-
mation in exactly the same way as the zero-error capacity to the
usual channel capacity, and the common random variable be-
tween two random variables, as well as the dependent part of a

random variable with respect to another.

II. COMMON RANDOM VARIABLES

The common random variable of
�

and � is the largest random
variable that two players Alice and Bob, knowing the random
variables

�
and � , respectively, can both generate.

Definition 1. Let
�

and � be random variables with (disjoint)
ranges � and 	 , distributed according to ����� . Then

��
 � ,
the common random variable of

�
and � , is constructed in the

following way:

� Let  be the bipartite graph with vertex set ����	 , and
such that two vertices ����� and ����	 are connected by
an edge if ����������������� � holds.

� Let ! �#" �%$'&)(+*-, be the function that maps a vertex. ��� of  to the set of vertices in the connected compo-
nent of  containing . . Let !/� " 	0$1&)(+*-, be defined
analogously for vertices 23�4	 of  .

� �5
 � "76 ! � � � � 6 ! � ���8� .
Note that

�9
 � is symmetric—i.e.,
�:
 �<;9� 
=� 1.

Because of
� 
 � 6 ! � � � � 6 ! � ���>� , � 
 � can be calculated

both from
�

and from � .

Example 1. Let ? , @ , and A be independent, and let
� 6B ?C�D@FE and � 6 B @G�HAIE . Then

�J
 �0;K@ .

Example 2. Let
�

and � be two binary random variables such
that
�1L;M� . Then

�5
 � is a constant.

Lemma 1 shows that
�N
 � is the “biggest” random variable

that can be extracted both from
�

and from � .

Lemma 1. For all
�

, � , and A for which there exist functions
! � and ! � such that A 6 ! � � � � 6 ! � ���8� holds, there exists
a function O with A 6 OP� �J
 �8� .
Proof. Let us assume that such a function O does not exist. Then
there must exist values �RQ and �TS with ! � ���UQV� L6 ! � ���WSX� but
! � �Y�PQZ� 6 ! � �Y�WSX� . Hence, �PQ and �TS are in the same con-
nected component of the graph  from Definition 1. We can
therefore find values �T[Q , �W[S , and � with ! � �Y�W[Q � L6 ! � ���W[S � ,
�����\��� [ Q �]�^�_�`� , and ���a���Y� [S �����_�b� . This implies that there
cannot exist a function ! � with A 6 ! � � � � 6 ! � ���8� .

1We say that two random variables c and d are equivalent, denoted by c4e
d , if there exists a bijective function fhgjilkbm such that donpfrqsc�t holds.
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Figure 1:
� � ��� � � 6 � � �J
 �>��� � � ��� ��� �J
 �>� .

Lemma 2. For all
�

and � , we have

� � ��� � � 6 � � �5
 �>��� � � ��� ��� �5
 � �
	
Proof. Let A 6 �5
 � . Since A 6 ! � � � � 6 ! � ���8� , we have� � � AF� 6 � � � � and

� � � � � AF� 6 � � � � � � . Hence,

� � AF��� � � ��� ��� AF� 6 � � � AF�� � � � � AF�
� � � � � AF��� � � � � �8AF�

6 � � � �� � � � � � �
6 � � ��� �>�
	

Corollary 1. For all
�

and � , we have

� � �5
 �8��� � � ��� � ��	
Equality holds if and only if

� � ��� ��� �5
 �>� 6 � .
Lemma 3. Let � � Q ��� Q � and � � S ��� S � be independent. Then

� � Q � SV� 
 � �UQZ�WS �+;3� � Q 
 �UQZ� � � S 
 �TS ��	
Proof. We have ���
�]��D�������/�Y� Q �]� S ��� Q ��� S � � � if and only
if � �
�����r�Y� Q ��� Q �J� � and �����H��� �Y� S ��� S �5� � because of
� �
�]���H��� ��� 6 ���
�]���H���� ��� . Hence, we have ! �
� ���)�Y� Q ��� S � 6
!r�
� ��/��� [ Q �]� [S � if and only if ! �
�X��� Q � 6 !r�
�X��� [ Q � and
!r��/�Y� S � 6 !r�� ��� [S � .

III. ZERO-ERROR INFORMATION

In contrast to the Shannon information
� � ��� � � , which is the

information that
�

carries over � (and vice versa) on average
with an arbitrarily small error, the entropy of

� 
 � is the in-
formation that

�
has over � (and � over

�
) on average without

any error. We define the zero-error information between
�

and
� .

Definition 2. Let
�

and � be two random variables, distributed
according to the joint distribution � �a� . The zero-error informa-
tion between

�
and � , denoted by

��� � ��� � � , is defined as

��� � ��� � � " 6 � � �J
 � ��	
In the following we will show the connection between the

zero-error information and the zero-error capacity of a channel.

Definition 3. [18, 11] Let � 6 � ��� � be a channel. Then

A � ���3� " 6��! #"%$'&)(*,+.-
/
0 �!1,2 S�3 �4� � 0 �

is the zero-error capacity of � , where 3 �4� � 0 � stands for the
maximal cardinality of a code of length 0 that is decodable with-
out any error after having been transmitted over the channel � .

Theorem 1 shows that the zero-error capacity can be ex-
pressed in a natural way using zero-error information.

Theorem 1. For all channels � 6 � �5� � , we have

A � ���3� 66�! #"*,+7- "98;:<>=@?
/
0 � � � � * � � * ��	

Proof. Let
� *

be distributed such that
� � � � * � � * � is maxi-

mal, and let A * 6 � * 
 � * . There exists
� *

such that� * 
 � * ; A * ; � * holds since
� *

can be modified such
that for every A * there exists exactly one � * with positive prob-
ability. We have

� � � * � 6 � � A * � 6 � � � �B*C� � * � . Because� � � * � is maximal, all the � * with positive probability have
the same probability, hence,

� � � * � 6 �D� � � * � . Because both
the sender and the receiver are able to calculate A * ; � * and
because

� � A * � is maximal,
� *

forms a code with maximal
cardinality that the receiver can decode without error. We have� � � � * � 6E�!1,2 S 3 ���=� 0 � . Therefore, "F8�: <>=@? � � � � * � � * �HG 0
approaches A � ���3� as 0 goes to infinity.

Note that the (normal) capacity of a noisy channel can be
written in the exact same way, using the mutual information in-
stead of the zero-error information:

A �4�3� 6I"98;:< = � � ��� � � 6J�# !"*,+.- "F8�:<,=@?
/
0 � � � * � � * �
	

IV. DEPENDENT PARTS

In this section we give the definition of the dependent part of a
random variable with respect to another. The notion has already
been introduced in [6] and independently in [7].

Definition 4. [6] Let
�

and � be two random variables, and let
!����T� 6 � ��� �LK�M . The dependent part of

�
from � is defined as�ON � "76 !�� � � .
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The random variable
� N � is a function of

�
and takes

on the value of the conditional probability distribution � ��� �LK�M .
Lemma 4 shows that all of

�
that is dependent on � is included

in
� N � , i.e., more formally,

� � ��� ��� � N �8� 6 � holds or,
equivalently,

�
,
�ON � , and � form a Markov chain2.

Lemma 4. [6] For all
�

and � , we have

� � $'� �ON �>� � $ � 	
Proof. Let

� 6 !�� � � 6 � N � . For all �`� � and � 6
!��Y�T� , we have � ��� �LK�M�� � K�� 6 � ��� � K�� .

On the other hand, there does not exist a random variable with
the same properties that is “smaller” than

� N � .

Lemma 5. Let
�

, � , and
�

be random variables such that
there exists a function ! with

� 6 !�� � � and
� � $ � � $

� . Then there exists a function O with
� N � 6 OP� � � .

Proof.
� � $ � � $ � implies � ��� � � 6 � ��� � . Because

of
� 6 !�� � � , we have � �5� �LK�M 6 � ��� � K � for all � and � 6

!��Y�T� . Hence, we have � �5� �LK�M�� 6 � �5� �LK�M�� for all � Q and � S
with !����UQV� 6 !����WSX� , and therefore there exists a function O such
that
� N � 6 OU� � � .

Lemma 6. For random variables
�

and � , we have

� � ��� � N �8� 6 � � ��� � � 	
Proof. Let

� 6 � N � . Because of
� 6 !�� � � and of� � $ � � $ � , we have

� ����� � � 6 � ����� �	� � 6� ��� � � � .
Corollary 2. For all

�
and � , we have

� � ��� � � 6 � � � N � � � � � � N ��� �8� 6 � � �ON � � �>�
	
Proof. We have

� � � N � � �8� 6 � ���>�5� � ��� � � N �8� 6� ���>��� � � ��� � � 6 � � ��� �8� .
Corollary 3 follows immediately from Corollary 2.

Corollary 3. For all
�

and � , we have

� � ��� �8��� � � � N �8��	
Equality holds if and only if

� � �ON ��� � � 6 � .
Corollary 4. For all

�
and � , we have

� � � � � � 6 � � � � �ON � � � � � � N ��� �8��	
2A sequence of three random variables c�
 d�
� forms a Markov chain, de-

noted by c��ak d�� k� , if �Xq c����� d+t n�� holds or, equivalently, if we
have ����� �� �q"!#
�$%
�& tWn'�(�)�  q"!#
�& t for all q"$*
�&+
�!]t-,_i/._m0.21 .

� � � �

� � �ON ��� �>�

� � �ON �8�

� � ��� �8�

� � �8�

Figure 2:
� � � N �>� 6 � � ��� � ��� � � � N � � �>� .

Proof. Let
� 6 �ON � . From Corollary 2 we get

� � � � � � 6 � � � ��� � � ��� � �
6 � � �	� � � � � � ��� � � � � �>�
6 � � � � � � � � � � � �8�
	

Lemma 7. Let � � Qr���PQZ� and � � S �D�WSX� be independent. Then

� � Q � SV� N � �UQZ�WSX� ; � � Q N �PQ � � � S N �TS ��	
Proof. We have � � � � � � 3 � � � � �+4 K53#M � � M �64 6 � � � � � � K�M � � � � � � � K�M � .
Hence, we have � � � � � � 3 � � � � �74 K53#M � � M �84 L6 � � � � � � 3 � � � � �+4 K53#M:9 � � M:9� 4
if and only if either � � � � � � K�M � L6 � � � � � � K�M;9 � or � � � � � � K�M � L6
� � � � � � K�M;9� holds.

The random variable
� 6 � N � is the part of

�
that

someone who knows � can verify to be correct. This was shown
in [6] and used for deriving the exact condition under which
so-called pseudo-signatures and broadcast among three play-
ers are possible among parties sharing correlated randomness.
Lemma 8 shows that every random variable

�
that a player

knowing
�

can generate and that has the same joint distribu-
tion with � as the actual

�
must in fact be identical with

�
.

Lemma 9 shows that, on the other hand, from
�

, a random vari-
able
�

can be constructed which has the same joint distribution
with � as

�
.

Lemma 8. [6] Let
�

,
�

,
�

, and � be random variables with� 6 � N � , � � $ � � $ �
, and � �\� 6 � �\� . Then we

have
� 6 �

.

Lemma 9. [6] Let
�

and � be random variables, and let� 6 � N � . Then there exists a channel � � � � —which is
equal to � � � � —such that ����� 6 � �\� holds, where � �\� 6<
� �=�\� � � � � .

V. THE CONNECTION BETWEEN
��
 � AND

�ON �
3
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Figure 3:
� � � � � can be split into six regions.

Corollary 5. For all
�

and � , we have
� � � � � 6 � � �J
 � � � � � ��� ��� �J
 � �

� � � �ON ��� �8��� � ��� N � � � �
� � � � � � N � ��� � ��� � � N � � 	

Proof. This follows from
� � � � � 6 � � ��� � �5� � � � � � �L�� ��� � � � and from Lemma 2 and Corollary 4.

Lemma 10. For all
�

and � there exists a function O such that�J
 � 6 OU� � N �>� holds.

Proof. Let A 6 ��
 � 6 ! �>� � � 6 ! �I���>� and
� 6 � N

� 6 !�� � � . Let �PQ and �WS be two values
�

can take on with
!��Y�UQV� 6 !��Y�TS � . We have � ��� �LK�M�� 6 � ��� �LK�M�� , which means
that from � one cannot distinguish these two cases, and there-
fore we must have ! � �Y�UQV� 6 ! � ���WSX� . It follows that there exists
a function O with

�J
 � 6 OP� �ON �>��	
Theorem 2 gives alternative characterizations of the fact that

the entire mutual information between two random variables is
noiseless. As a preparation, we prove two lemmas.

Lemma 11. For all
�

and � , we have
� � ��� � � 6 � � �5
 �8�

if and only if
�J
 � ; � N �5	

Proof. Because of Corollary 1 it follows from
� � ��� �8� 6� � � 
 �8� that

� � ��� ��� � 
 �8� 6 � holds, hence,
� � $�J
 � � $ � . Using Lemmas 5 and 10, we get
�9
 �#;� N � . Using Corollaries 1 and 3, it follows directly from�J
 � ; � N � that

� � ��� �8� 6 � � �5
 �8� holds.

Lemma 12. For all
�

and � , we have
� � ��� � � 6 � � �ON �8�

if and only if
�J
 � ; � N �5	

Proof. Because of Corollary 3,
� � ��� �8� 6 � � � N �8� implies� � � N ��� �8� 6 � , hence,

� N � is a function of � . Using
Lemmas 1 and 10, we get

� 
 �0; � N � . Using Corollaries 1
and 3, it follows directly from

� 
 � ; � N � that
� � ��� � � 6� � �ON �8� holds.

Theorem 2. For two random variables
�

and � , the following
properties are equivalent.

1)
� � ��� � � 6 ��� � ��� � �

2)
� � �5
 �>� 6 � � ��� �8�

3)
� � ��� ��� �J
 �>� 6 �

4)
� � � N � � 6 � � ��� �>�

5)
� � � N � � 6 � � ��� �>�

6)
� � � N ��� �8� 6 �

7)
� � � N � � � � 6 �

8)
�5
 � ; � N �

9)
�5
 � ; � N �

Proof. Follows directly from Definition 2, Corollaries 1 and 3,
and Lemmas 11 and 12.

VI. BIT COMMITMENT

Bit commitment was introduced in [2]—together with dis-
tributed coin-flipping among two players (the topic of Section
VII).

Bit commitment is a cryptographic primitive where at some
point Alice has to commit herself to a value of her choice that
Bob does not get to know until later, when Alice opens her com-
mitment to Bob. On the other hand, it is guaranteed that Alice
cannot reveal any other value than the committed one. Bit com-
mitments are used in identification schemes, zero-knowledge
proofs, and general multi-party computation.

Bit commitment based on common randomness was intro-
duced in [15]. In [7], the commitment capacity of two correlated
random variables is defined. It is the supremum of all rates (bits
per instance) that can be achieved with an arbitrarily small error.
Note that in that model, string commitment is considered: All
bits are committed to and opened simultaneously.

Theorem 3. [7] The commitment capacity of
�

and � , where
the commiter holds

�
and the verifier holds � , is

� � � N
��� �>� .
Corollary 6. Bit commitment between two parties, where the
commiter holds

�
and the verifier holds � , is possible if and

only if
� � ��� � �a� ��� � ��� � � .

The algorithm of [7] is based on a code that has been intro-
duced in [19]. We will present here—briefly and without any
proofs—a simpler protocol which only relies on standard cod-
ing techniques and privacy amplification [1].

Let Alice and Bob know
� * 6 � Q � 	�	 	 � � * and � * 6

� Q ��	 	�	Z��� * , respectively. Assume that Alice wants to commit
to some string � .

To construct the commitment to � , Alice uses the part of her� *
that Bob can verify. Lemmas 8 and 9 tell us that this part

4



is
� * 6 � * N � * . In order to ensure that Bob has no infor-

mation about Alice’s secret, she applies privacy amplification
on

� *
, using some additional randomness � , and gets a key �

about which Bob has no information. Her commitment consists
of A "76 ��� � and the additional randomness � .

In the opening phase, Alice has to send
� *

to Bob. Bob
checks whether the values � � * ��� * � form a typical sequence.
However, a dishonest Alice might still be able to change a sub-
linear amount of values in

� *
. To ensure that this is not pos-

sible, she has to send to Bob some additional parity-checks �
in the commitment phase. The linear code for the parity-checks
must have a minimal distance which is such that there do not
exist two sequences � Q and � S that have the same parity-checks
and for which there exists � such that both ��� Q �]�^� and ��� S �]�^�
are typical. Bob checks whether � are valid parity-checks for� *

. If so, he knows that
� *

is valid, and he can extract � using
� and get � 6 ��� A .

Of course, these additional parity-check bits lower the
amount of extractable randomness and, therefore, the commit-
ment rate. However, this loss can be made arbitrarily small,
since Alice is only able to cheat for a sub-linear amount of val-
ues. Hence, this scheme approaches the rate

� � � N ��� �8� as0 goes to infinity.
Instead of the parity-checks of a linear code, universal hash-

ing can be used to ensure that Alice cannot change a sub-linear
amount of values in

� *
: Bob randomly chooses an element �

of a universal class of hash functions � and sends it to Alice.
Instead of the parity-checks � of

� *
, Alice sends the value

��� � * � to Bob. Alice’s cheating probability is exponentially
small in the length of the hash value.

VII. DISTRIBUTED COIN TOSSING AND COIN EXTRACTION

In distributed coin-flipping, Alice and Bob have to agree on two
equal random bit-strings such that neither Alice nor Bob can bias
the probability distribution if the other party plays honestly. Dis-
tributed coin-flipping is used in any sort of two-player games.

For finding the number of coins that can be tossed based on
some additional randomness, we need to distinguish between
two different kinds of “coins”: Coins that come directly from the
randomness—we will call this coin extraction—, and coins that
can be tossed later, during the execution of a protocol—here,
we will talk about coin tossing. It depends on the particular
application whether extracted coins are sufficient or whether the
coins need to be tossed at a specific time (and should not be
known beforehand to any of the parties). Furthermore, we also
need to distinguish between coins without any error, i.e., bias,
and coins with an arbitrarily small error � � � .
Lemma 13. Any protocol for coin extraction or coin tossing
without any error—based only on noiseless communication and
additional randomness—can be transformed into a “protocol”
not using any communication.

Proof. (Sketch) Let us assume that we have an interactive pro-
tocol between Alice and Bob such that both Alice and Bob get a

coin without any error. Let Alice be the last to send a message.
Let us assume that there exists an execution of the protocol—
where this last message is � and the shared coin is � —such
that there exists a message � [ that Alice could send to Bob who
would then end up with the coin flip � [ L6 � . This means that Al-
ice is able to bias the coin by guessing � [ and sending it to Bob.
Since this must be impossible, for no possible executions does
there exist such a message � [ , which means that Bob knows �
already before receiving the last message from Alice. The same
argument can now be repeated for all messages sent.

Corollary 7. Coin tossing without any error based only on
noiseless communication and additional randomness is impos-
sible.

Proof. Otherwise, Lemma 13 would imply that a protocol with-
out any communication would exist, which is obviously impos-
sible.

Theorem 4. The rate at which coins without any error can be
extracted from

�
and � is

� � � � ��� � .
Proof. Both Alice and Bob can calculate

� 
 � . It was shown
in [9] that random coins without any error can be extracted from�J
 � with a rate approaching

� � �5
 �8� 6 ��� � ��� � � .
Lemma 13 implies that a protocol for coin extraction with-

out any error can be assumed not to use any communication.
Lemma 1 implies that for any 0 , not more than

� � � * 
 � * � 60 � � � 
 �8� bits can be extracted. Hence, the rate cannot exceed� � � ��� � � .
If we allow an arbitrarily small error, any bit-commitment

scheme can be used for coin-tossing [2]. Recently, it has been
shown that coin tosses can be multiplied, i.e., if a few coin
tosses are possible, than any amount of coins can be tossed [7].
Note that for the realization and multiplication of coin tosses,
extracted coins are not sufficient.

Theorem 5. [7] Coin tossing with an arbitrarily small error is
possible if and only if

� � � N � � �8���b� holds. Then the rate
at which such coin tosses can be generated is infinite.

Corollary 8. Coin tossing with an arbitrarily small error is pos-
sible if and only if

� � ��� � �\� ��� � ��� � � holds. Then the rate is
infinite.

Theorem 6. The rate at which coins can be extracted is equal
to
� � � ��� � if

� � � �D�8� 6 ��� � ��� � � , and infinite otherwise.

Proof. If
��� � � �D� � 6 � � ��� �8� , no coin-tossing is possible.

Theorem 4 implies that coins can be extracted at a rate approach-
ing

� � ��� �8� , which is obviously also an upper bound.
If
��� � � ���>��� � � ��� �8� holds, it follows from Theorem 2

that
� � � N ��� � � ��� , hence, coin-tossing is possible at an

infinite rate.

Corollary 9. Coin extraction with communication is possible if
and only if

� � � �D� � � � .
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VIII. OBLIVIOUS TRANSFER

Oblivious transfer goes back to [14]. It is a primitive where
Alice sends two values of which Bob gets to know one of his
choice. The protocol ensures that Bob does not get any infor-
mation on the other value, and that Alice does not get any infor-
mation about which value Bob has chosen. It was shown in [10]
that with oblivious transfer, any computation among two players
can be achieved.

In [4] it was shown that almost any noisy channel can be used
to implement oblivious transfer. We will use this result to state
the exact condition under which oblivious transfer is possible
when some correlated randomness is given.

Lemma 14. Let
�

and � be two random variables. We have� � � N � � � � � � if and only if there exist � Q , � S , and �
such that �����I�Y� Q �]�^� �0� , ��������� S �]�^� �0� , and � ��� ��K�M � L6
� ��� �LK�M � hold.

Proof. Let
� 6 � N � . We have

� � � � �>�C� � if and only
if there exists � with

� � � � � 6 �^�>��� . It follows that there
must exist two values ��Q and �)S such that � �\� � �-Qr�����I�b� and
�=�\�I� � S ����� � � hold. Choosing � Q that is mapped to � Q and � S
that is mapped to � S concludes the proof.

Theorem 7. Oblivious transfer between two players knowing�
and � , respectively, is possible if and only if

� � ��� � � �� � � ��� �8� holds.

Proof. (Sketch) Let Alice have
� Q � S������ � * and Bob know

� Q � S������ � * . Alice and Bob simulate a channel in the follow-
ing way: For all

�
, Alice erases the values

���
with a certain

probability, such that all � occur with the probability of the least
probable � . On input value � , Alice sends Bob the index

�
of the

first value
���

with
��� 6 � . Bob outputs the value � � . Note that

the index
�

does not carry any information about the value � .
Lemma 14 and Theorem 2 imply that if

� � ��� �8� � � � � ��� � �
holds, then the resulting channel satisfies the condition stated in
[4] to allow for achieving oblivious transfer.

Note that the same result was found independently in [8].

IX. CONCLUDING REMARKS

We have defined new information-theoretic notions such as the
common random variable of two random variables, the zero-
error information between them, and the dependent part of a
random variable with respect to another. An important prop-
erty is the fact that the “normal” mutual information between
two random variables

�
and � exceeds their zero-error infor-

mation: In this case, two parties knowing
�

and � , respectively,
can realize, in an unconditionally secure way, cryptographic
tasks such as bit commitment or oblivious transfer. This re-
sult is another step towards making unconditional cryptographic
security—clearly the most desirable type—more practical.

We suggest as an open problem to find the exact rate at which
oblivious transfer can be generated from repeated realizations of
random variables

�
and � .
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