
spacing, zero temperature, and zero dephasing
rate (10). This model gives a probability density
for the spin polarization of current of the form
P(p) � 1/(1��p�)2, with zero average and typ-
ical fluctuations (standard deviation) �(p) �
0.48. Using the value of Pe determined above,
the experimental value is �(p) � 0.27 � 0.06.

It is not surprising that �(p) is overesti-
mated by a zero-temperature theory. One may
compare the reduction factor (relative to ze-
ro-temperature theory) for typical fluctua-
tions of spin polarization with the analogous
factor for conductance fluctuations. Conduc-
tance fluctuations measured simultaneously
in the emitter dot gave �(g) � 0.21 � 0.02
e2/h, which is 51% of the theoretical zero-
temperature UCF value for single-mode leads
(8), accounting for lifted spin degeneracy.
This is consistent with the reduction factor
0.27/0.48 � 56% observed for spin polariza-
tion. Despite the reduction factor, spin polar-
izations up to �70% are readily obtained.

In summary, we have realized a quantum
coherent spin filter based on interference in an
open quantum dot, and we have measured its
properties in a polarizer-analyzer geometry. Al-
though the filtering properties of the dot require

phase coherence within the dot, the resulting
spin polarized current will remain polarized
upon exiting the dot up to the spin relaxation
time, which in practice may greatly exceed the
phase coherence time. We find reasonable agree-
ment between measured spin polarization statistics
and a random matrix theory model. However,
a fully developed theory of mesoscopic fluc-
tuations of spin current is not yet in hand.
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Zero-Mode Waveguides for
Single-Molecule Analysis at High

Concentrations
M. J. Levene,1 J. Korlach,1,2 S. W. Turner,1* M. Foquet,1

H. G. Craighead,1 W. W. Webb1†

Optical approaches for observing the dynamics of single molecules have re-
quired pico- to nanomolar concentrations of fluorophore in order to isolate
individual molecules. However, many biologically relevant processes occur at
micromolar ligand concentrations, necessitating a reduction in the conventional
observation volume by three orders of magnitude. We show that arrays of
zero-mode waveguides consisting of subwavelength holes in a metal film
provide a simple and highly parallel means for studying single-molecule dy-
namics at micromolar concentrations with microsecond temporal resolution.
We present observations of DNA polymerase activity as an example of the
effectiveness of zero-mode waveguides for performing single-molecule exper-
iments at high concentrations.

Data from a single molecule can reveal infor-
mation about kinetic processes not normally
accessible by ensemble measurements, such as
variances in kinetic rates, memory effects, and
lifetimes of transient intermediates (1, 2). Sin-
gle-molecule approaches to drug screening,
mRNA expression profiling, single-nucleotide

polymorphism detection and DNA sequencing
may also have many advantages over current
techniques (3–5). Common approaches to
studying single molecules include fluorescence
correlation spectroscopy (FCS) (6, 7) and direct
observation of sparse molecules using diffrac-
tion-limited optics (8, 9). These approaches pro-
vide observation volumes on the order of 0.2 fl
and therefore require pico- to nanomolar con-
centrations of fluorophore in order to isolate
individual molecules in solution (10). However,
many enzymes naturally work at much higher
ligand concentrations, and their Michaelis con-
stants are often in the micro- to millimolar range

(11). Low concentrations of ligand can influ-
ence the mechanistic pathway of enzyme ki-
netics (e.g., by allosteric control or conforma-
tional relaxation) and alter the partitioning
between multiple catalytic pathways, thus af-
fecting turnover cycle histories and distribu-
tions (12). Working at biologically more rel-
evant, micromolar concentrations requires re-
ducing the observation volume by over three
orders of magnitude.

In addition to requiring low concentrations
of ligand, the temporal resolution of conven-
tional approaches to single-molecule kinetics is
often limited by the time it takes for molecules
to diffuse out of the observation volume, usu-
ally on the order of several hundred microsec-
onds. The temporal resolution and the upper
limit of practicable concentrations would be
greatly improved by reducing the effective ob-
servation volume.

Previous approaches include total internal
reflection illumination, which can reduce the
observation volume by a factor of 10 (13),
and near-field scanning optical microscopy
(NSOM), which achieves observation vol-
umes with lateral dimensions on the order of
50 nm by illumination through a small aper-
ture, usually terminating a tapered optical
fiber (14). NSOM has been used to observe
single molecules on a surface (15), but it
suffers from unreliable probe manufacture
and its complexity is not easily amenable to
highly parallel implementations.

Concurrent to the development of single-
molecule analytical techniques has been rapid
progress in nanobiotechnology and efforts at
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building “lab-on-a-chip” systems for low-
cost, high-throughput analytical biochemistry
(16–18). Here, we demonstrate a nanostruc-
tured device, the zero-mode waveguide, for
highly efficient single-molecule analysis at
high fluorophore concentrations and its appli-
cation to enzyme analysis.

Metal-clad waveguides exhibit a cut-off
wavelength above which no propagating
modes exist inside the waveguide. This cut-
off wavelength is related to the shape and size
of the guide. For a circular guide of diameter
d clad with a perfect conductor, light will be
above the cut-off wavelength, �c, for the
lowest frequency mode, transverse mode
TE11, if d � 0.586�m, where �m is the wave-
length in the medium composing the core of
the waveguide (19). Longer wavelengths
(�m � �c � 1.7d) are evanescent and their
intensity, I(z), decays exponentially along the
length (z) of the guide as I(z) � e	z/
, where

1



� 2� 1

�2 �
1

�m
2 (1)

Because no propagating modes exist, we
refer to these guides as “zero-mode
waveguides.” The rapid decay of illumination
incident to the entrance of such guides can
provide zeptoliter-effective (1 zeptoliter �
10	21 l) observation volumes within the
guides. Zero-mode waveguides are optically
efficient compared to NSOM, because the
illuminating light is used near the entrance of
the guide, before substantial attenuation oc-
curs, whereas NSOM uses typically 0.1% of
the incident light because of attenuation
through the aperture.

A particularly simple implementation of ze-
ro-mode waveguides consists of small holes in
a metal film deposited on a microscope cover-
slip. In this case, the metal film acts as the
cladding, and the contents of the hole compose
the core of the waveguide. Millions of such
holes can be made on a single coverslip, result-
ing in massive parallelism. For direct observa-
tion of single-molecule enzymatic activity, en-
zymes can be adsorbed onto the bottom of the
waveguides in the presence of a solution con-

taining the fluorescently tagged ligand mole-
cules. The coverslip is illuminated through a
microscope objective from below, and the flu-
orescence is collected back through the same
objective (Fig. 1). In this case, the observed
signal consists of fluorescence from the ligand
molecule that is in the active site of the enzyme.
This signal must be distinguished from a back-
ground of freely diffusing fluorescent ligand
within the waveguide’s observation volume.
The limited dimensions of the observation vol-
ume reduce the number of observable diffusing
molecules and the correlation time of the result-
ing fluorescence fluctuations, allowing for easy
discrimination of the signal from background.

Zero-mode waveguides can also be used
for high-concentration FCS and cross-corre-
lation experiments. Cross-correlation of the
fluorescence from distinctly labeled, freely
diffusing analytes is a powerful technique for
monitoring binding efficiencies and for high-
throughput drug screening (20, 21). As with
conventional FCS, the cross-correlation tech-
nique works best with only a few molecules,
on average, per observation volume. Zero-
mode waveguides would therefore allow this
technique to be performed at higher, more
physiologically relevant concentrations.

In order to guide the design of zero-mode
waveguides and to derive the shape and size
of their effective observation volumes, it is
necessary to know the intensity distribution
inside the waveguide. For waveguides with d
�� �m and real metal cladding, the skin depth
has a strong effect on the solution to Max-
well’s equations, and numerical solutions
must be found. Hence, we have performed
three-dimensional finite-element time-do-
main simulations of the intensity distribution
within the guides (22). A cross section of the
simulation results for a 50-nm-diameter
waveguide is shown in Fig. 2A. We found
that circularly polarized incident light pro-
vides a more uniform illumination profile
across the diameter of the waveguide as com-
pared to that of linearly polarized light. Ap-

Fig. 1. An apparatus
for single-molecule en-
zymology using zero-
mode waveguides.
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proximating the profile as constant across the
diameter of the waveguide thus reduces our
analysis to a one-dimensional problem in
terms of the intensity as a function of depth
into the waveguide, I(z).

Although the function I(z) describes how
effectively a fluorophore at a given depth in
the waveguide is excited, the coupling of
fluorescence back out of the waveguide,
where it can be detected, also needs to be
taken into account. Finite-element simula-
tions of dipoles with horizontal and vertical
orientations at various depths within the
waveguide demonstrated coupling efficien-
cies that decayed exponentially with increas-
ing dipole depth inside the guide. Appropri-
ate averaging over all dipole orientations
yields p(z), the dipole coupling efficiency as
a function of dipole depth in the waveguide.
As with the illumination profile, the coupling
efficiency was only a weak function of lateral
position within the waveguide.

Kleppner (23) showed that metal-clad
waveguides used at or above the cut-off
wavelength can have a profound effect on
radiative rates. This change in radiative rate
will affect the quantum yield of the fluoro-
phore and therefore the shape of the observa-
tion volume. In general, the radiative rate of a
dipole is proportional to the density of pho-
tonic states available for emission at the ap-
propriate frequency (24, 25). A detailed cal-
culation of changes to the radiative rate as a
function of position in zero-mode
waveguides is beyond the scope of this paper.
However, for our current purpose we will
make the approximation that the photon den-
sity of states, and hence the radiative rate, is
proportional to the output coupling from the
waveguide and therefore proportional to p(z).
The fluorescence quantum yield, Q, is a func-
tion of the radiative and nonradiative rates of
dipole de-excitation, kr and knr, such that

Q(z) �
kr(z)

kr(z) � knr
�

p (z)

p(z) � C (2)

where C is a constant such that Q(0) equals
the quantum yield at the entrance of the
waveguide.

Quenching by bare metal could contribute to

knr. However, any oxide layer on the metal
surface, as is expected with aluminum, prevents
diffusing dye from direct contact with the metal.
Any quenching of dye is also likely to be inde-
pendent of the depth within the waveguide and
therefore would not strongly affect Q(z).

The effective observation profile, S(z), is
therefore described by the product of the
excitation and collection efficiencies and the
quantum yield as a function of depth in the
waveguide,

S(z) � I(z)p(z)
p(z)

p(z) � C (3)

and the effective observation volume, Veff, is
given by (26)

Veff �
d 2

4

�ʃS� z�dz�2

ʃS 2(z)dz (4)

for a waveguide of diameter d. S(z) decays
fast enough to limit the volume of observa-
tion to the first 10 or 20 nm into the
waveguide, depending on the diameter of the
guide (Fig. 2B). Veff is shown as a function of
d in Fig. 2C, as well as the corresponding
concentration at which there is, on average,
one molecule in the observation volume at
any given time. Volumes as small as 10
zeptoliters, more than four orders of magni-
tude smaller than the diffraction limit, are
possible. Thus, for the smallest waveguides it
is possible to work at concentrations as high
as 200 �M and still have less than one mol-
ecule per volume.

Arrays of zero-mode waveguides were
manufactured as small holes in an 89-nm thick
film of aluminum on fused silica coverslips
(Fig. 3). Holes of various diameters were pat-
terned with the use of electron beam lithogra-
phy followed by reactive ion etching (22).

FCS was used to characterize the observa-
tion volume inside the waveguides and to dem-
onstrate their usefulness for high-concentration
FCS and cross-correlation. One-dimensional
FCS curves can be derived from the profile S(z)
with the use of either a Fourier (27) or a Laplace
(28) transform, assuming nonstick boundary
conditions, resulting in the expression for the
autocorrelation function G(�)

G�����
v

L

�

��S� z�cos�vz�dz� 2

e � v2D�dv (5)

where D is the diffusion coefficient of the
fluorophore and � is the correlation delay
time. The integration over spatial frequen-
cies, �, is conventionally taken from zero to
infinity. However, in this case spatial fre-
quencies corresponding to lengths longer
than the length of the waveguide, L, are
excluded, because correlations over this
length scale will not be observed as mole-
cules diffuse into the large external volume
outside of the guide.

FCS curves taken with the use of the fluo-
rescently tagged deoxycytidine triphosphate
R110-dCTP (Amersham Biosciences) are
shown in Fig. 4, A and B. This dye was chosen
from our ongoing development of a single-mol-
ecule DNA sequencing technique. The data
show good signal-to-noise characteristics. Any
potential decrease in the signal-to-noise ratio
due to the short diffusion time has been com-
pensated for by the increased number of diffu-
sion events at high concentrations. The diffusion
coefficient and quantum yield of R110-dCTP
were found independently to be 2.24 � 10	6

cm2 s	1 and 77%, respectively (22). These pa-
rameters were used to derive G(�) for
waveguides of various diameters with the as-
sumption that the quantum yield at the entrance
of the waveguide is the same as that for the
freely diffusing dye. Fits to a 43-nm wave-
guide for various concentrations of fluorophore
are shown in Fig. 4A; for comparison, a curve
from a conventional, diffraction-limited volume
using a dye concentration of 4 nM is also
shown. Zero-mode waveguides increased
the usable concentration range by well over
three orders of magnitude.

The value of G(0) scales as expected with
concentration; however, a nonfluctuating
background, B, from the large pool of highly
concentrated dye on the opposite side of the
waveguide can affect the measured value of
G(0) such that

G(0) �
N

(N � B)2

Fig. 3. A fused silica coverslip with zero-mode waveguides arrays. (A) The
coverslip, with overlying gasket to isolate arrays for individual experi-
ments. Successive increases in scale are shown in (B) to (D). A scanning

electron microscope image of an individual waveguide is shown in (D).
The bright spots in (C) correspond to defects in the metal film. The large
bright pattern in the upper right corner is a coded orientation marker.
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where N is the average number of fluoro-
phores in the observation volume (29). Al-
though very little energy transmits through
the waveguide in either direction, the pool of
dye above the waveguides is large enough
that some fluorescence will leak back through
to the detector. This small fluorescence back-
ground comes from a very large number of
weakly illuminated molecules and is there-
fore essentially constant, exhibiting negligi-
ble fluctuations. At 10 �M dye concentration,
the 43-nm-diameter waveguide used for the
experiments in Fig. 4A contained 0.1 mole-
cule on average, with a corresponding back-
ground, B, equivalent to 0.18 molecule. The
nonfluctuating nature of this background
makes it easy to discriminate against the sig-
nal from either a millisecond-scale enzymatic
event or a microsecond-scale diffusion event.

Zero-mode waveguides have excellent tem-
poral resolution (Fig. 4B). Normalized FCS
curves for 43-nm and 66-nm waveguides, along

with fits, are shown in comparison to a curve
from a conventional, diffraction-limited vol-
ume. The fits, for which the only free parameter
is the waveguide diameter, show excellent
agreement with the data. The average residence
times for molecules in the effective observation
volume of zero-mode waveguides, as measured
at the point where G(�) is 0.5, are only a few
microseconds, an order of magnitude faster
than that for the diffraction-limited case and
three orders of magnitude faster than many
enzymatic reaction rates. This large differ-
ence in time scales is important for distin-
guishing a molecule that diffuses into the
observation volume from a ligand in the
active site of an enzyme adsorbed onto the
bottom of the waveguide.

We have used zero-mode waveguides to
observe the enzymatic synthesis of double
stranded DNA by DNA polymerase with the
use of the fluorescently tagged nucleotide ana-
log coumarin-dCTP in place of dCTP (30). The

equilibrium dissociation constants of nucleo-
tides for most polymerases are above 1 �M
(31); therefore, fast and efficient DNA synthe-
sis only occurs at those or higher concentra-
tions. We immobilized mutant T7 DNA poly-
merases in the waveguides at a density such that
only a fraction of all zero-mode waveguides
would contain an active polymerase. After a
washing step to remove unbound enzymes and
subsequent incubation with a reaction mixture
supporting efficient and processive synthesis of
M13 DNA (including 7.5 �M coumarin-dCTP
instead of dCTP), we observed bursts of fluo-
rescence with a duration of �1 to 100 ms from
individual waveguides (Fig. 4C). This activity
was only observed when all reagents necessary
to support DNA synthesis were present. Fur-
thermore, burst activities stopped in all
waveguides after �30 min, consistent with con-
trol experiments that showed that synthesis of
the complementary strand of M13 DNA by
immobilized polymerase was completed by that
time. Our interpretation that these bursts stem
from enzymatic incorporation of coumarin-
dCTP into DNA, followed by photobleaching
of the fluorophore, is also supported by the fact
that the average duration of fluorescence from
the incorporated analog in the waveguide de-
pended on illumination intensity (Fig. 4D, blue
curve). The observed burst frequency of 1 to 3
bursts per second (Fig. 4C) is in good agree-
ment with the value expected from the average
rate of DNA synthesis measured in bulk solu-
tion (�10 to 15 bases per second) and the
average content of �20% guanine in the
template. Using templates with regular, pe-
riodic base distributions or with replace-
ment of more than one base type by fluo-
rescent nucleotide analogs for obtaining se-
quence information (32) would enable
more precise determination of single-mol-
ecule enzymatic rates and rate fluctuations.

We anticipate that the ability to carry out
single-molecule analysis at high concentra-
tions will find wide applicability in FCS,
cross-correlation, and other spectroscopic
techniques. Because the optical intensity and
the output coupling efficiency at the entrance
of the waveguide are close to those for free
space, zero-mode waveguides offer an opti-
cally efficient, highly parallel, and relatively
simple platform for performing a wide vari-
ety of biochemical assays.
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Nitriding Iron at Lower
Temperatures

W. P. Tong,1 N. R. Tao,1 Z. B. Wang,1 J. Lu,2 K. Lu1*

The microstructure in the surface layer of a pure iron plate was refined at the
nanometer scale by means of a surface mechanical attrition treatment that
generates repetitive severe plastic deformation of the surface layer. The sub-
sequent nitriding kinetics of the treated iron with the nanostructured surface
layer were greatly enhanced, so that the nitriding temperature could be as low
as 300°C, which is much lower than conventional nitriding temperatures (above
500°C). This enhanced processing method demonstrates the technological sig-
nificance of nanomaterials in improving traditional processing techniques and
provides a new approach for selective surface reactions in solids.

Most surface-modification techniques used for
solid materials are based on various chemical
reactions that produce optimized structure and
properties in order to improve the global perfor-
mance of the materials. However, widespread
uses of these techniques are frequently hindered
by the reaction kinetics involved. For example,
nitriding is a chemical treatment widely used to
form surface nitrides. This technique is of great
industrial interest, because it forms a unique
composite structure with a hard surface (a layer
of Fe-nitride compounds) and a tough interior,
so that the global mechanical performance and
wear/corrosion resistance of alloys and steels
can be greatly improved (1). However, nitriding
processes are performed at high temperatures
(�500°C) for a long duration (�20 to 80 hours)
(1, 2) and may induce serious deterioration of
the substrate in many families of materials.

A change of the surface microstructure by
means of grain refinement is one option that can
be used to accelerate the chemical reaction of a

material surface. It is known that nanocrystalline
materials possess ultrafine grains with a large
number of grain boundaries that may act as fast
atomic diffusion channels (3, 4). Greatly en-
hanced atomic diffusivities in nanocrystalline
materials relative to their conventional coarse-
grained counterparts have been experimentally
observed (5, 6). A large number of grain bound-
aries with various kinds of nonequilibrium de-
fects also constitutes a high excess stored energy
that may further facilitate their chemical reac-
tivity. It has been demonstrated experimentally
that chemical reaction (or phase transformation)
kinetics are greatly enhanced during mechanical
attrition of solids, in which the grain size is

significantly reduced to the nanometer scale and
structural defects are created by the severe plas-
tic deformation (7–9). Nitriding of iron was
observed when Fe powders were processed in
situ by ball-milling in a nitrogen-containing at-
mosphere at nominal ambient temperature (10,
11), although a considerable transient tempera-
ture rise (as high as a few hundred degrees)
always accompanies the impacts of the milling
balls and may have contributed to an enhanced
chemical reactivity.

We demonstrate enhanced chemical reac-
tion kinetics at lower temperatures when the
surface layer of a metal is transformed into a
nanocrystalline structure, using the nitriding
of Fe as an example. Our experimental ob-
servations show that surface nanocrystalliza-
tion greatly facilitates the nitriding process,
and it thus provides an alternative approach
to surface modification of metallic materials.

A surface layer with nanocrystalline grains
can be produced on a bulk metal by using a
recently developed surface mechanical attrition
treatment (SMAT) (12–14). The basic principle
of the treatment is the generation of plastic
deformation in the top surface layer of a bulk
material by means of repeated multidirectional
impacts of flying balls on the sample surface
(Fig. 1A). The plastic deformation in the surface
layer with a large strain and a high strain rate
results in a progressive refinement of coarse
grains into the nanometer regime. Stainless steel
balls (with a mirrorlike surface and a diameter of
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Fig. 1. Schematic illus-
trations of (A) the
SMAT technique and
(B) the localized plas-
tic deformation zone
induced by the vibrat-
ing ball.
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